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Abstract

Software, today, is the driving force in our modern society. However, the dynamic na-
ture of the world has severe implications on the software as it must constantly adapt to
ever changing requirements. This evolution then might introduce new faults or trigger
dormant faults already lurking in the system. When the software is deployed with such
faults, this may have unfortunate consequences.

Software testing acts as a safety net to detect these faults early on. Therefore, modern
software teams spend lots of effort writing tests. Once the tests expose the faults, soft-
ware developers need to fix them. The first —and the most difficult— step is to locate the
exact location of the fault in the millions lines of code. Spectrum based fault localisation
are techniques designed to aid developers in locating the fault. The main advantage of
spectrum based fault localisation is that it only requires the faulty program and the set
of test cases that expose the fault. With that input, the techniques statistically analyse the
coverage information of the test cases and deduce a ranked list of possible locations. Un-
fortunately, in the current state of the art, spectrum based fault localisation have limited
diagnostic accuracy: for some faults they succeed in pinpointing the exact location but
for many others they miss.

This thesis aims to increase the effectiveness of spectrum based fault localisation. To
this end, the thesis explores the use of closed itemset mining and sequence mining in spec-
trum based fault localisation and demonstrates that both closed itemset mining and se-
quence mining increase the effectiveness of spectrum based fault localisation. Moreover,
we evaluate the spectrum based fault localisation from a new perspective; how does it
perform on easy- and difficult-to-locate faults. We argue and demonstrate that defects
exposed by component tests imply a larger search space and hence are difficult-to-locate
compared to defects exposed by unit tests, which imply a rather smaller search space. We
conclude that spectrum based fault localisation techniques perform far better on faults
exposed by unit tests compared to faults exposed by component tests, hence there is still
room to optimise it for difficult-to-locate faults exposed by component tests.





Nederlandstalige Samenvatting

Vandaag is software de drijvende kracht in onze snel evoluerende samenleving. De dy-
namiek van onze samenleving impliceert echter dat de software zich continu moet aan-
passen of gedoemd is om uit te sterven. Dit aanpassingsproces introduceert onvermi-
jdelijk fouten die soms ver strekkende gevolgen kunnen hebben.

Software tests fungeren als het eerste vangnet om fouten reeds in een vroeg stadium
op te sporen. Zodra zo’n test een fout detecteert, moet ze gerepareerd worden. Om de
fout te repareren moet eerst de oorzaak van de fout in de potentieel miljoenen regels
beschikbare programmacode bepaalt worden. Spectrum based fault localisation is een
speciale klasse van technieken ontworpen om programmeurs te helpen bij het vinden
van de oorzaak van een fout. Deze technieken hebben enkele belangrijke voordelen,
maar helaas is in de huidige stand van zaken de nauwkeurigheid beperkt: voor sommige
fouten werkt het uitstekend, maar voor vele andere slaan ze de bal volledig mis.

Dit proefschrift heeft tot doel de effectiviteit van spectrum based fault localisation te
verhogen. Hiervoor hebben we bestaande technieken gecombineerd met data-mining al-
goritmes (cfr., closed itemset mining en sequence mining) waarbij we vaststellen dat de
nauwkeurigheid inderdaad verhoogd. Bovendien evalueren we die nauwkeurigheid va-
nuit een nieuw perspectief waarbij we een onderscheidmaken tussen fouten blootgesteld
via unit-tests (waar de zoekruimte beperkt is) en fouten blootgesteld door component-
tests (waar de zoekruimte groter is). We stellen vast dat spectrum based fault localisation
vooral goed werkt voor de eerste categorie.
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Chapter 1
Introduction

Our world and society are shaped and governed by software: almost all devices, ma-
chines, and artefacts surrounding us incorporate software to some extent. Additionally,
the numerous organisations, businesses, and enterprises we encounter on a daily basis
could not function without software—a world without software is unimaginable. How-
ever, these added benefits offered by software accompany the intense unintended suffer-
ings and lossesmanifested via software failures [1, 2, 3]. Consequently, building software
systems without faults is the holy grail of the software engineering community and lots
of research has been conducted into efficient ways of finding faults at all stages of the
software production process.

The advent of xUnit like automated testing frameworks made software testing eas-
ier [4]. Moreover, testing is the fundamental driver of continuous integration— an impor-
tant and essential phase in a modern release engineering pipeline [5]. Thus, software
testing ensures to filter out faults early on and serves as a safety net for fault detection—
an oracle. Once the fault is detected through testing, the first step in debugging is fault
localisation, that is to precisely pinpoint the faulty code.

To help developers quickly locate the faults, there exist automated fault localisation
techniques. These techniques produce a ranked list of program elements indicating the
likelihood of a program element causing the fault. User studies hint that they can pos-
itively aid developers in debugging [6]. These techniques can be seen as two broad cat-
egories, information retrieval based fault localisation and spectrum based fault localisa-
tion, based on the inputs required and the type of analysis done. Information retrieval
based fault localisation uses bug reports and source code files for static analysis [7, 8, 9, 10],
while spectrum based fault localisation uses program traces generated by dynamic analy-
sis [11, 12, 13, 14]. Since spectrum based fault localisation techniques only require traces
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from test runs— readily available after running the regression test suite— these heuristics
are ideally suited for locating regression faults.

1.1 SPECTRUM BASED FAULT LOCALISATION

Spectrumbased fault localisation is a lightweight yet quite effective heuristic to quickly
pinpoint the faults. It requires as input the faulty program and the test suite, and pro-
duces as output a ranked list of program elements with the aim to place the faulty ele-
ments on top of the list. It runs the test suite on faulty program to collect the coverage of
program elements. The coverage of each element is represented in a tuple of four values
called hit-spectrum, which is used by fault locator functions as input to output the suspi-
ciousness of the element indicating its likelihood to be faulty. These hit-spectra represent
the abstract behaviour of the program and are the only means to reason about the fault,
in this thesis we refer to this as raw spectrum analysis (See more details in Section 3.2).
The raw spectrum analysis does not need any information as input other than the faulty
program itself and the tests that detect the fault.

1.2 PROBLEM STATEMENT

Today, spectrum based fault localisation can be seen in a three dimensional space.
The first dimension is the granularity, researchers have been experimenting with the dif-
ferent levels of granularity as program element (e.g. statements, blocks, methods, and
classes). The second dimension is the fault locator, researchers have been experimenting
with the different fault locator functions (e.g. from molecular biology [15], association
measures [16], through a theoretical model [17], and genetic programming [18]). The
third dimension, which is also the subject of this thesis, is changing the hit-spectrum. Other
researchers did similar investigations recently, e.g. time-spectrum [19], method invari-
ants [20], and code metrics [21]. See more in Section 3.2 and Section 4.6.

In this thesis, we explore the third dimension as well, changing the hit-spectrum via
closed itemset mining and sequence mining. To verify the effectiveness of closed itemset min-
ing, we first do a pilot study. As a pilot study, we replicate AMPLE, a tool which computes
the sequence ofmethod calls by sliding awindowover the trace to locate the faulty classes
by comparing the sequence of method calls between failing and passing tests [22]. Thus,
we attempt to answer the preliminary research question.

Do the patterns of method calls extracted via closed itemset mining help boost the fault
localisation accuracy in locating the faulty classes?

To answer this research question, in Chapter 2 we create a new fault localisation
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heuristic (SPEQTRA), which leverages closed itemset mining [23] to compute the sequence
of method calls and compares these sequences to pinpoint faulty classes. We compare
SPEQTRA against AMPLE on the NanoXML dataset and demonstrate the following.

SPEQTRA can immediately pinpoint the faulty class in 56% of all test runs, whereas
with AMPLE it is only 40%. Moreover, for 70% of the faults, SPEQTRA has at most
one false positive whereas for AMPLE this happens for 59% of the faults.

Since the patterns of method calls extracted via closed itemset mining are effective in
locating faulty classes, this gives the confidence to explore their application from course-
grained granularity classes to fine-grained granularitymethods. To this end, wemodify the
hit-spectrumwith the patterns ofmethod calls extracted via closed itemset mining to locate
the faultymethods. Contrary to raw spectrum analysiswhere the hit-spectrumof amethod
indicates whether or not themethod is involved in test cases, wemodify the hit-spectrum
with call patterns of the method. The hit-spectrum of call patterns for a method not only
indicates whether or not the method is involved in a test case, but also summarises its
run-time behaviour. In this thesis we refer to this spectrum analysis as patterned spectrum
analysis (See details in Section 3.4.4). Like raw spectrum analysis, patterned spectrum analysis
also does not need any information as input other than faulty program itself and the tests
that detect the fault. Then, we attempt to answer the primary research question.

What is the overall performance of patterned spectrum analysis?

To answer this research question, we compare the two spectrum analyses (patterned
spectrum analysis and raw spectrum analysis) experimentally on Defects4J dataset in Chap-
ter 3 and find the following.

For 68% faults in the dataset, the patterned spectrum analysis performs better than
raw spectrum analysis. The patterned spectrum analysis improves by 14% points in
ranking the root cause of the fault in the top 10. Moreover, patterned spectrum analysis
is more stable than raw spectrum analysis when the size of the ranked list increases.

Since closed itemset mining misses the order of method calls and does not allow repeti-
tive calls in the pattern, next we explore what the effect of sequence mining is. For this we
replace the closed itemset miningwith sequence mining in the algorithm presented in Chap-
ter 3 and refer to it as sequenced spectrum analysis. Then we ask the primary research
question.

3



CHAPTER 1. INTRODUCTION

What is the effectiveness and efficiency of sequenced spectrum analysis?

To answer this research question, we compare the sequenced spectrum analysis against
raw spectrum analysis) experimentally on the Defects4J dataset in Chapter 4 and observe
the following.

Comparatively sequenced spectrum analysis gains 12% improvement in ranking the
faulty method at top and reduces the average wasted effort from 96.73 to 25.88 implying
that on average≈ 26 non-faulty methods need to be inspected in vain before pinpointing
the faulty method. However, due to the additional overhead induced by the mining
algorithm, sequenced spectrum analysis becomes impractical for large projects.

Finally, we evaluate the effectiveness of spectrum based fault localisation by distin-
guishing between easy- and difficult-to-locate faults. We argue and demonstrate that
defects exposed by component tests imply a larger search space and hence are difficult-
to-locate compared to defects exposed by unit tests which imply a rather smaller search
space. Thus, we ask the primary research question.

What is the performance of spectrum based fault localisation on easy-to-locate faults
(exposed by unit tests) and difficult-to-locate faults (exposed by component tests)?

To answer this research question, we separate the faults in Defects4J dataset into two
main categories (faults exposed by component tests and unit tests) in Chapter 5. Cate-
gorising the faults into easy- and difficult-to-locate faults based on the type of the test
may not necessarily represent the optimum strategy. Yet, it lays out a foundation by
providing a ballpark estimate on the effectiveness of spectrum based fault localisation
on easy- and difficult-to-locate faults [24]. Then, we construct a suite of spectrum based
fault localisation, attempt to tease out the performance difference of spectrum based fault
localisation on easy- and difficult-to-locate faults, and demonstrate the following.

All spectrum based fault localisation techniques perform far better on faults exposed by
unit tests compared to faults exposed by component tests, which confirms that the per-
formance of a spectrum based fault localisation technique depends a lot on the presence
of faults exposed by unit tests and component tests in the dataset.
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1.3 DATA MINING AND FAULT LOCALISATION

Several researchers have incorporated a plethora of data mining techniques to further
improve software fault localisation. The intrinsic motivation for all of these attempts
is that for a heuristic to be effective it needs to incorporate more information about the
context of the fault. Dataminingmay achieve this by focussing on temporal relationships,
exceptional behaviour, . . . .

In their pioneering work, Hsu et al. introduced the term bug signature to provide the
developerswith the context for fault localisation [25]. For example, when the statement s1
is followed by the execution of statement s2 results into the failure. They defined the bug
signature as the sequences of program elements that, when executed in order, are likely
to lead to a failure. In their work the program elements are statements corresponding to
method entries and branches. The bug signature is mined from the traces and is a pattern
representing the common subsequence.

Inspired by the work of Hsu et al., which encodes mining the bug signature as the
problem of common subsequence identification, Cheng et al. define the problem as a
graph mining problem [26]. Thus, they model execution traces as a graph and refer to
this graph as software behaviour graph and mine the top-k discriminative subgraphs
as bug signatures. Lo et al. optimised the top-k subgraphs as bug signatures to mine
minimal signatures and signatures from disjoint graphs also [27]. This work has also
lead to further optimisations as predicated bug signatures [28, 29].

Similarly, in this thesis, we also use mining algorithms— closed itemset mining and
sequence mining— to mine patterns representing the execution summaries to optimise
spectrum based fault localisation.

Mapping the terminology. In data mining a record of events is referred to as a transac-
tion and the set of transactions as the database. The input to any mining algorithm is the
database of those transactions along with the interestingness measure.

In this thesis we map the data mining terminology as follows. In Chapter 2, we are
interested in the patterns of a class during the the execution of a test case. Thus, the
transaction is the set of all outgoing method calls from an object of that class and the
database comprises all the transactions for each created object of that class. Then, the call
patterns for this class for the test case are mined from this database.

In Chapter 3, we are interested in the patterns of a method (thus more fine-grained
than a class) during the the execution of a test case. Therefore, a transaction in that case is
all the outgoing method calls from a single method with the same object instance during
the execution of a test case. The database then comprises all the transactions from all
different objects instantiated during a test execution. Then, the call patterns for the single
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method for the test case are mined from this database.

1.4 CONTRIBUTIONS

The main contributions of this thesis are as follows.

� We replicate a study which uses sequence of method calls extracted via closed item-
set mining, and demonstrate that closed itemset mining boosts spectrum based fault
localisation in locating faulty classes.

� We propose the use of closed itemset mining in context of spectrum based fault lo-
calisation. Thus, we create a new spectrum based fault localisation technique by
modifying the hit-spectrum with the patterns of method calls obtained via closed
itemset mining. We demonstrate that closed itemset mining improves the effectiveness
of spectrum based fault localisation.

� We apply sequence mining in context of spectrum based fault localisation by replac-
ing closed itemset mining with sequence mining to measure and evaluate the effect of
sequence mining. We also measure the performance of 47 fault locators with both
raw spectrum analysis and sequenced spectrum analysis on the Defects4J dataset and
rank them according to their performance.

� We refine theDefects4Jdataset and separate the faults into two categories; faults ex-
posed by unit tests and faults exposed by component tests. We show that the search
space to locate the faults exposed by unit tests is smaller, hence these represent easy-
to-locate faults and the search space is larger for faults exposed by component tests,
hence represent difficult-to-locate faults.

� Finally, we assess the effectiveness of spectrum based fault localisation with a new
evaluation perspective. We measure how spectrum based fault localisation tech-
niques perform against faults exposed by unit tests and component tests, and show
that the performance of spectrum based fault localisation techniques decreases on
faults exposed by component tests confirming that these are indeed difficult-to-
locate faults.

1.5 THESIS OUTLINE

The thesis is structured as follows. Chapter 2 explores and evaluates the use of closed
itemset mining to locate the faulty classes. Chapter 3 studies the application of closed item-
set mining further to locate the faulty methods. Chapter 4 plugs in the sequence mining
in place of closed itemset mining, presented in Chapter 3, to measure the effect of sequence
mining on the fault localisation effectiveness. Chapter 5 assesses the effectiveness of spec-
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trum based fault localisation techniques on easy-to-locate faults exposed by unit tests and
difficult-to-locate faults exposed by component tests. Finally, Chapter 6 recapitulates the
thesis contributions and provides an outlook on future work.

1.6 ORIGIN OF CHAPTERS

Each of the chapters in the thesis is peer-reviewed. Chapters 2 to 4 were published in
peer-reviewed software engineering venues while Chapter 5 is not published yet— only
an extended abstract is published.

CHAPTER 2 was published in the Proceedings of the 14th International Workshop on Prin-
ciples of Software Evolution (IWPSE 2015) [30].

CHAPTER 3 was published in the Proceedings of the 31st IEEE/ACM International Con-
ference on Automated Software Engineering (ASE 2016) [31]. An earlier version of the
chapter appeared in the Proceedings of the 14th Belgian-Netherlands Software Evolution
Workshop (BENEVOL 2015).

CHAPTER 4 was published in the Proceedings of the Symposium on Applied Computing
(SAC 2018) [32] in SVT - Software Verification and Testing Track. An earlier version
of the chapter appeared in the Proceedings of the 15th Belgian-Netherlands Software
Evolution Workshop (BENEVOL 2016).

CHAPTER 5 is not published yet. However, an earlier version of the chapter will ap-
pear as an extended abstract in the Proceedings of the 40th International Conference on
Software Engineering Companion (ICSE-C 2018) [33].
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Localising Faults in Test Execution Traces

Localising Faults in Test Execution Traces
Gulsher Laghari, Alessandro Murgia, and Serge Demeyer
In Proceedings of the 14th International Workshop on Principles of Software Evolution
(IWPSE 2015), 1–8. Bergamo, Italy. August, 2015.
DOI: http://doi.acm.org/10.1145/2804360.2804361.
This chapter was originally published in the Proceedings of the 14th International Workshop on Principles of Software Evolu-
tion (IWPSE 2015).

ABSTRACT

With the advent of agile processes and their emphasis on continuous integration, automated tests
became the prominent driver of the development process. When one of the thousands of tests fails,
the corresponding fault should be localised as quickly as possible as development can only proceed
when the fault is repaired. In this chapter we propose a heuristic named SPEQTRA which mines
the execution traces of a series of passing and failing tests, to localise the class which contains the
fault. SPEQTRA produces ranking of classes that indicates the likelihood of classes to be at fault.
We compare our spectrum based fault localisation heuristic with the state of the art (AMPLE) and
demonstrate on a small yet representative case (NanoXML) that the ranking of classes proposed
by SPEQTRA is significantly better than the one of AMPLE.

2.1 INTRODUCTION

The quintessential principle of continuous integration declares that software engi-
neers should merge their working copies with the main branch several times a day [34].

http://doi.acm.org/10.1145/2804360.2804361
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During each integration step, a continuous integration server builds the entire project,
using a fully automated process involving compilation, unit tests, integration tests, code
analysis, security checks, etc. When one of these steps fails, the build is said to be broken;
development can then only proceed when the fault is repaired [35, 36]. The safety net on
automated tests, encourages software engineers to write lots of tests — several reports in-
dicate that there is more test code than application code [37, 38, 39]. Moreover, executing
all these tests sometimes take several hours [40]. Hence, it is critical to quickly identify
the location of the fault in the code. Not only does a broken build block all progress in
the team, but more importantly the location of the fault serves as an indicator for the
software engineer expected to repair the build.

In the simplest case, there is a one-to-one mapping between the failing test and the
class containing the fault. However, for complex object interactions where objects must
adhere to a certain protocol, illegal call sequences trigger faults which are notoriously
hard to pinpoint to an exact location [41]. Faults induced by illegal method call sequences
are real and hard to debug: a conservative estimation identified 115 faults related tomiss-
ing method calls in the Eclipse bug repository [42]. For such faults the one-to-one map-
ping between the failing test and the class containing the fault does not hold and then
software engineers resort to debugging [43].

Luckily, there is a class of heuristics —named spectrum based fault localisation—which
give indications for the location of the fault. Such heuristics compare execution traces
of passing tests against the ones from a failing test, assuming that the points where the
traces differ are the most likely location of the fault [13]. The state of the art heuristic for
class level fault localisation by analysing method call sequences in unit tests is proposed
by Dallmeier et al. with a tool called AMPLE [22]. AMPLE traces method calls invoked by
objects and collects call sequences of the corresponding classes by sliding a window over
the executions traces. It then compares the execution trace of all passing tests against one
trace with a failing test and deduces which class most likely contains the fault. AMPLE
was shown to be quite effective on a small yet representative case (NanoXML): it could
immediately pinpoint the faulty class in 36% of all test runs; while on average 21% of the
executed classes (10% of all classes) must be inspected to find the location of the fault.

In this chapter we report on a replication experiment (different heuristic & same data)
where we compare a new fault localisation heuristic named SPEQTRA against the state
of the art AMPLE. SPEQTRA addresses two shortcomings of the AMPLE heuristic: (a)
it filters out repetitive method calls (e.g. contained in loops) and (b) avoids the sliding
window and the arbitrary upper limit on the length of the call sequence it imposes. To ad-
dress these shortcomings, SPEQTRA uses a different algorithm (closed itemset mining)
to characterise method call sequence and distinguish the faulty ones. Via the replication
experiment we demonstrate that the ranking of classes proposed by SPEQTRA is signifi-

10



2.2. HEURISTICS UNDER INVESTIGATION
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Figure 2.1: Overview of the two heuristics showing three steps (i) Collecting tracing, (ii)
Collecting class sequences, and (iii) Ranking classes

cantly better than the one of AMPLE: we can immediately pinpoint the faulty class in 56%
of all test runs; while on average 12% of the executed classes (5% of all classes) must be
inspected to find the location of the fault. Moreover, for 70% of the faults, SPEQTRA has
at most one false positive whereas for AMPLE this happens for 59% of the faults.

This chapter is structured as follows. We explain the two heuristics under investi-
gation in Section 2.2. Next, we describe the way we set up our replication experiment,
including the particular details about the NanoXML case in Section 2.3. Then the bulk of
the chapter is contained within Section 2.4, where we show the results of the comparison
including some anecdotal evidence from NanoXML. We list the related work, showing
other research on dynamic analysis within a software evolution context in Section 2.5,
followed by a discussion on the threats to validity in Section 2.6. Finally, Section 2.7 sum-
marises our findings and lists the contributions.

2.2 HEURISTICS UNDER INVESTIGATION

In this sectionwe give a detailed explanation of the two heuristics under investigation.
First, we provide some background information regarding spectrum based fault localisa-
tion which is the basis for the two heuristics (Section 2.2.1). Then we contrast the two
heuristics depicted in a Figure 2.1 showing where they are the same (i.e. collecting traces
per object — Section 2.2.2) and where they differ (creating sequences of method calls —
Section 2.2.3; the similarity coefficient used to rank the corresponding fault locations —
Section 2.2.4).
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2.2.1 Spectrum Based Fault Localisation

AMPLE and SPEQTRA both are instances of the class of spectrum based fault local-
isation heuristics [13]. Such heuristics discover statistical coincidences between system
failures and the activity of the different parts of a system. All these heuristics create a so-
called program spectrum, which is a matrix where each column corresponds to a program
entity (e.g. statement, block, sequence of method calls) and rows represent a particular
test run. For each test run the corresponding column for program entity is marked as 1
(executed) or 0 (not executed). Alongside the program spectrum, the heuristic also cre-
ates an error vector which is a column where a cell is marked as 1 if the test run failed
or 0 if the test was a success. Next, the error vector is compared against all columns in
the program spectrum using a particular similarity coefficient; the column which is most
similar to the error vector is then the program entity which most likely contains the fault.

2.2.2 Collecting Traces

AMPLE and SPEQTRA use sequences of method calls as the program entities which
are represented in each column of the fault spectrum matrix. Both heuristics group the
outgoing method calls according to the following scheme. Let O = {o1, o2, ..., on} be the
set of object instances of the class C and T = {t1, t2, ..., tn} be the set of object traces
of class C, where ti represents the trace of outgoing method calls by the object oi. By
outgoingmethod calls wemean an object calling amethod of another object. For instance
if we have an object o1 with a method m1() and hit method hosts a call to method n1()
belonging to an object o2, the collected outgoing method call for o1 is m1().

Two objects o1 and o2 of a class C may have following traces of method calls (Equa-
tions 2.1 and 2.2):

t1 =

{
m1,m1,m1,m2,m2,m3,

m1,m1,m2,m2,m3

}
(2.1)

t2 = {m1,m1,m1} (2.2)

AMPLE and SPEQTRA group all such object traces for the corresponding class C which
has trace set T (Equation (2.3)).

T =


{m1,m1,m1,m2,m2,m3,

m1,m1,m2,m2,m3},
{m1,m1,m1}

 (2.3)
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2.2.3 From Traces to Class Sequences

Traces of outgoing method calls can grow to millions of method calls per object [44].
To reduce these traces AMPLE and SPEQTRA each apply a different technique to arrive
at what we call Class Sequences for the remainder of the chapter.

AMPLE — Sliding Window. AMPLE slides a window of fixed size over the trace to
create a list of class sequences. From the previous example, if we fix the window size as
2 and slide it over the object traces in Equation (2.3) we obtain the set of class sequences
in Equation (2.4)

CA =

{
{{m1,m1}, {m1,m2}, {m2,m2},
{m2,m3}, {m3,m1}}

}
(2.4)

SPEQTRA—Frequent Sequences. To avoid the arbitrary upper limit imposed by the
size of the sliding window, SPEQTRA incorporates the frequently appearing sequences
adopting an algorithm named closed itemset mining [23]. Given the set of object traces T
of class C, we define:

• X —itemset— a set of method calls.
• σ(X)—support of X— the number of traces of T that contain this itemset X.
• minsup —minimum support of X— a threshold used to tune the number of re-
turned itemsets.

• frequent itemset — an itemset X is frequent when σ(X) ≥ minsup.
• closed itemset— a frequent itemsetX is closed if there exists no proper supersetX ′

whose support is same as the support of X (i-e. σ(X ′) = σ(X)).

From now on, we refer a closed itemsetX as a frequent sequence or simply a sequence
of method calls. Adopting closed itemset mining in the context of fault localisation, we
fix minsup to 1 because those classes which only create one object (and thus one trace)
should be included in the program spectrum as well; this one call trace may be the one
which triggers the fault. However, we tune the algorithm in another way. The mining
algorithm also returns frequent sequences that comprise only one method call. Since we
are looking for faults caused by complex object interactions where objects must adhere
to a certain protocol, sequences should have at least a length of two.

From the previous example with input T (Equation (2.3)) andminsup = 1 the gener-
ated set of frequent sequences is:

CF = {{m1}, {m1,m3,m2}} (2.5)

It can be observed that the sequences such as {m2}, {m3}, {m1,m2}, {m1,m3}, {m2,m3}
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are not included in final set (Equation (2.5)), since there exists a super sequence {m1,m3,m2}
with equal support. As SPEQTRA removes all frequent sequences of length 1, thus the
sequence set CF (Equation (2.5)) is finally reduced into the set of Class Sequences CS in
(Equation (2.6)).

CS = {{m1,m3,m2}} (2.6)

2.2.4 Ranking Classes

Both AMPLE and SPEQTRA assign a weightW (X) to each class sequence in CA and
CS(Equation (2.4) and 2.6 respectively). Note thatX refers to a sequence of method calls,
but there is a difference in that X is a chunk of fixed size in AMPLE whereas X is set of
frequent method calls in SPEQTRA.

AMPLE — AMPLE has defined its ownweighting scheme based on a configuration of
a single failing test and several passing tests. Sequences in AMPLE are assigned a weight
between 0 and 1 using equation (2.7) [22].

W (X) =


k(X)
n if X not in failing test

1− k(X)
n if X in failing test

(2.7)

Where n is the number of passing tests and k(X) is the number of passing tests that
include the sequence X .

SPEQTRA —We tested several weighting schemes to rank the classes. Ultimately, in
SPEQTRA, we opted for the Jaccard similarity coefficient (Equation (2.8)) adopted from
Chen et al. [45]:

W (X) =
a11(X)

a11(X) + a01(X) + a10(X)
(2.8)

Where:

• a11(X) = Number of failing tests in which sequenceX is found.
• a10(X) = Number of passing tests in which sequenceX is found.
• a01(X) = Number of failing tests in which sequenceX is not found.

Weight per class. Both AMPLE and SPEQTRA take the average of all weights for all
sequences of a class and assign this weight to class C, as defined in Equation (2.9):

W (C) =
1

n

n∑
i=1

W (Xi) (2.9)

where n is the number of sequences in the class and W (Xi) is weight of a sequence as
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Table 2.1: NanoXML version details

Version Number of classes LOC Number of faults Number of tests

1 16 4334 7 214

2 19 5806 7 214

3 21 7185 10 216

5 23 7646 8 216

given by Equation (2.7) (AMPLE) or Equation (2.8) (SPEQTRA).

Finally, both heuristics rank all classes using their weightsW (C), where the one with
the highest weight is the most likely location of the fault.

2.3 EXPERIMENTAL SETUP

This chapter is set-up as a replication experiment (different heuristic & same data)
where we compare a new fault localisation heuristic named SPEQTRA against the state
of the art AMPLE. In what follows, we describe the way we set up our replication ex-
periment, including the particular details about the NanoXML case (Section 2.3.1). Next,
we provide the necessary practical details about the mechanics of the experiment so that
other researcher can replicate our findings (Section 2.3.2)

2.3.1 Replication Case --- NanoXML

The original paper proposing the AMPLE heuristic demonstrated its effectiveness on
a small but representative project named NanoXML [22]. NanoXML is a non-validating
XML parser written in Java. Its source code and documentation are available in the
Software-artifact Infrastructure Repository1 [46].

NanoXML has five development versions (V1 . . .V5) where the number of classes span
from 16 to 23 (Table 3.2). With the exception of version V4, all others have documented
faults that can be activated and exposed by the test suite. These versions (V1,V2,V3,V5)
—the ones we use for the experiment— have 32 faults (cumulatively). Each version is
shipped along with tests and test drivers. A test driver is a class that sets up multiple
tests by feeding them with the required input (e.g. read a XML file). The goal of these

1http://sir.unl.edu/portal/index.php
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test drivers is to trigger one and only one feature of the project.

We collect the traces of all faults by injecting one fault at a time and subsequently
running the test suite. Then for each test, we record the outgoing methods calls of the
created objects. It is important to note that, for each test (passing or failing), a separate
trace is maintained for each object. All the outgoing method calls of an object appear in
their own trace. Thus, two objects o1 and o2 of the same class C have independent traces
of method calls.

In the replication experiment we activate one fault at a time. Having 32 faults leads
to 32 distinct variants of NanoXML. Among these variants we picked only the ones that
generate at least one failing and one passing test for each test driver. Just like in the
original AMPLE experiment, this ensures that failing and passing tests are all related to
the same functionality. For each test driver, we group one failing test with all passing
tests, the set-up that is needed to reflect the set-up of AMPLE experiment. We repeat this
process for each failing test associated to that test driver. At the end of this process, we
end up with 18 variants of NanoXML and 347 combinations of failing and passing tests
used for our experiments.

Note that this set-up is not exactly the same as the one reported in theAMPLEpaper be-
cause the version of NanoXML we downloaded from the Software-artifact Infrastructure
Repository has been changed. In the latest version, one fault is removed from V5 with a
note “since it is overly expressive it may not be representative of a pseudo-real fault". As a
consequence, the fault matrix also differs from the previous version. This is an inherent
risk with replication experiments and partially explains why we do not obtain the same
results reported in the AMPLE experiment [22].

2.3.2 Replication Details

AMPLE replication. When preparing for the replication experiment, we downloaded
the original binary of the AMPLE implementation. Due to hardware constraints, we were
unable to run this binary. Consequently, we implemented our own version of the algo-
rithm as reported in the original AMPLE paper [22]. We used the optimal settings for the
parameters of the heuristic, in particular we adopted a sliding window size of 8.

AspectJ. The object traces are collected by introducing logger functionality into the
NanoXML code via AspectJ2. More specifically, we use a method call join point with a
pointcut to pick out every call site. Each time a method call occurs, the aspect extracts
the caller object and adds a method entry to the object’s trace. The aspect is robust for
different threads thatmay be runningwithin the java project, although thiswas irrelevant

2AspectJ http://eclipse.org/aspectj/
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for the NanoXML case. All object traces belonging to same class appear together in a
HashMap maintained for each executed class.

Static Methods are Ignored. SPEQTRA, like AMPLE, also collects traces of method
calls invoked by objects of a class. Calls to static methods are not captured and do not
appear in the trace, hence cannot be identified as the location of the fault. For the par-
ticular replication of the NanoXML experiment this did not cause any problems however
this limitation must be taken into account for future replication.

Single failing test. For this experiment, we inject one fault into the program which
causes one or more tests to fail and several of them to pass. All these tests are executed
with same test driver. In principle, SPEQTRA is able to rank fault locations using all these
failing and related passing tests. However, since AMPLE is designed to work with only
one failing test we replicated the set-up to include the trace of a single failing test and one
or more passing tests.

Closed ItemsetMining. To avoid the arbitrary upper limit imposed by the size of the
sliding window, SPEQTRA incorporates the frequently appearing sequences adopting
an algorithm named closed itemset mining [23]. In particular, we used the implementation
provided by the library SPMF3.

Search Length. To compare the results of the two heuristics we use the so-called
search length as defined in the AMPLE experiment [22]. The search length counts how
many classes are placed atop of the faulty class in the ranking produced by the heuristic.
In that sense, it represents howmany classes the developer has to examine before finding
the class containing the fault. The search length is zerowhenever the faulty class is placed
as the first item in the ranking.

2.4 RESULTS AND DISCUSSION

To compare our results with AMPLE, we replicated AMPLE with a sliding window
size 8, which is the value for which AMPLE achieved the best performance. Following
the experimental set-up explained in Section 2.3, we obtained rankings for all the 347
combinations bothwith our implementation of AMPLE and SPEQTRA. Belowwe discuss
the results of both.

1. Our replication experiment confirmed the results reported in the original AMPLE
paper. There were some minor changes in the results, but these can be attributed
to the differences in the NanoXML version used in our experiment, in particular in
the tests accompanying the project.

3SPMF http://www.philippe-fournier-viger.com/spmf/
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Table 2.2: Average Search Length in SPEQTRA and AMPLE
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Figure 2.2: Search Length in SPEQTRA and AMPLE.

2. The average search length of all rankings in 347 test runs with both heuristics is
reported in Table 2.2. Here SPEQTRA has less average search length than sliding
window approach.

3. In 173 test runs out of 347, SPEQTRA outperforms AMPLE and has search length
less than AMPLE. In 140 test runs both SPEQTRA and AMPLE have same search
length, whereas in only 34 cases SPEQTRA has search length greater than AMPLE.

4. The plot of the cumulative of search length distribution in 347 test runs with both
heuristics is given in Figure 2.2. With SPEQTRA, the search length of 0 covers 56%
of faults, whereas with AMPLE it is only 40% of faults. Furthermore, the worst case
search length with SPEQTRA is 6 whereas with AMPLE it is 8.
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Listing 2.1: Code snippet with a fault in XMLElement class

1 p u b l i c Enumerat ion enumerateAtt r ibuteNames ( ) {
2 Vector r e s u l t = new Vecto r ( ) ;
3 Enumerat ion _enum = t h i s . a t t r i b u t e s . e l ement s ( ) ;
4 wh i l e (_enum . hasMoreElements ( ) ) {
5 XMLAttr ibute a t t r = ( XMLAttr ibute ) _enum . nextE lement ( ) ;
6 // The c a l l s hou l d be to a t t r . getName ( )
7 r e s u l t . addElement ( a t t r . getFul lName ( ) ) ;
8 }
9 r e t u r n r e s u l t . e l ement s ( ) ;

10 }

2.4.1 Anecdotal Evidence

From the experiment we collected some anecdotal evidence highlighting the main
differences between the two approaches. Specifically the two differences, namely (i) the
effect of the sliding window and (ii) the impact of repetitive method calls (e.g. contained
in loops). In Listing 2.1, we see a piece of source code showing a fault inXMLElement class
at line 7 which was exercised by several unit tests. This resulted in three XMLElement
object traces generated by the failing test as shown in Listings 2.2, 2.3 and 2.4. Note that
for brevity, method parameters are not shown.

From these object traces in failing test, SPEQTRA generated three sequences ofmethod
calls for class XMLElement . For brevity, we list the numbers in the sequences instead of
method calls. These numbers in the sequences represents the line numbers in Listing 2.2,
unless otherwise mentioned. The line number for the method is the very first entry of
the method in the trace. The first sequence was s1 = {1, 4, 21, 24, 5, 15, 7}, the methods
indicated by numbers 5 and 7 appear in Listing 2.3 at lines 5 and 7. The second sequence
was s2 ={1, 4, 13, 21, 24, 15} and the third sequence was s3 = {1, 4, 21, 24, 15}. These
sequences capture frequent method calls occurring in the traces and hence represent a
good abstraction of the traces. The three sequences have length 7, 6 and 5 respectively
and none of the sequence has repetitive method calls.

On the other hand, AMPLE generated 37 sequences for the class, each with repetitive
method calls. If we slide awindow of size 8 over the trace in Listing 2.2, the first sequence
s1 = {1, 2, 3, 4 ,5, 6, 7, 8} contains 5 repetitions for method XMLElement.findAttribute() and
three repetitions of method XMLAttribute.getFullName(). Likewise the second sequence
s2 = {2, 3, 4 ,5, 6, 7, 8, 9} contains four times method XMLElement.findAttribute() and 4
times method XMLAttribute.getFullName(). As a consequence, the AMPLE heuristic fails
to locate the fault and it ranked the faulty class on position 6 whereas SPEQTRA could
pinpoint it exactly.
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Listing 2.2: Failing trace of XMLElement object 1

1 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
2 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
3 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
4 XMLAttr ibute . getFul lName ( )
5 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
6 XMLAttr ibute . getFul lName ( )
7 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
8 XMLAttr ibute . getFul lName ( )
9 XMLAttr ibute . getFul lName ( )

10 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
11 XMLAttr ibute . getFul lName ( )
12 XMLAttr ibute . getFul lName ( )
13 XMLElement . getName ( )
14 XMLElement . getName ( )
15 XMLAttr ibute . getName ( )
16 XMLAttr ibute . getName ( )
17 XMLAttr ibute . getName ( )
18 XMLAttr ibute . getName ( )
19 XMLAttr ibute . getName ( )
20 XMLAttr ibute . getName ( )
21 XMLElement . g e t A t t r i b u t e ( )
22 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
23 XMLAttr ibute . getFul lName ( )
24 XMLAttr ibute . ge tVa lue ( )
25 XMLElement . g e t A t t r i b u t e ( )
26 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
27 XMLAttr ibute . getFul lName ( )
28 XMLAttr ibute . getFul lName ( )
29 XMLAttr ibute . ge tVa lue ( )
30 XMLElement . g e t A t t r i b u t e ( )
31 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
32 XMLAttr ibute . getFul lName ( )
33 XMLAttr ibute . getFul lName ( )
34 XMLAttr ibute . getFul lName ( )
35 XMLAttr ibute . ge tVa lue ( )

There are however 34 situationswhereAMPLEwasmore accurate than SPEQTRA.We
use one fault injected in the class NonValidator to explain this difference. The failing test
and several of the passing tests generated the same trace for the only object ofNonValidator.
In this case, SPEQTRA generated one sequence for the failing test and two sequences
for the passing tests, one of which also appeared in the failing test. As a consequence,
SPEQTRA ranked this class on position 4 whereas AMPLE could pinpoint it exactly. This
can be explained as, the Jaccard similarity coefficient (or any other coefficient used in
spectrum based fault localisation) assigns more weight to a sequence when it is present
more in failing tests and less in passing tests. Hence the sequence only present in passing
tests gets weight 0; the value 0 for numerator a11(X) in equation 2.8 evaluates the whole
equation to 0. The other sequence presented in failing test gets a lower weight due to its
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presence in several passing tests; the higher value of denominator a10(X) in equation 2.8
decreases the value. Consequently, the weight of the class, which is average weight of
the two sequences, is also less.

Listing 2.3: Failing trace of XMLElement object 2

1 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
2 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
3 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
4 XMLAttr ibute . getFul lName ( )
5 XMLElement . f i n d A t t r i b u t e ( S t r i ng , S t r i n g )
6 XMLAttr ibute . getName ( )
7 XMLAttr ibute . getNamespace ( )
8 XMLAttr ibute . getName ( )
9 XMLAttr ibute . getName ( )

10 XMLAttr ibute . getName ( )
11 XMLAttr ibute . getName ( )
12 XMLElement . g e t A t t r i b u t e ( )
13 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
14 XMLAttr ibute . getFul lName ( )
15 XMLAttr ibute . ge tVa lue ( )
16 XMLElement . g e t A t t r i b u t e ( )
17 XMLElement . f i n d A t t r i b u t e ( S t r i n g )
18 XMLAttr ibute . getFul lName ( )
19 XMLAttr ibute . ge tVa lue ( )

Listing 2.4: Failing trace of XMLElement object 3

1 XMLElement . getName ( )

2.4.2 Discussion

Based on this replication experiment, we conclude that SPEQTRA is significantly bet-
ter than AMPLE since:

1. The average ranking in SPEQTRA is lower thanAMPLE. This average suggests that a
developer has to search through, on average, 12% of 10.25 average executed classes
or 5% of all 23 classes. This is significantly better than AMPLE, where 20% of exe-
cuted classes or 9% of all classes need to be searched.

2. A faulty class is placed first in the ranking (search length 0) for 56% of faults by
SPEQTRA whereas for AMPLE it happens only for 40% of the faults.

3. For 70% of faults, there is atmost one false positive (search length 1) with SPEQTRA
whereas for AMPLE this happens for 59% of the faults.
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2.5 RELATED WORK

In this section, we present related work on spectrum based fault localisation thus
immediately relevant for this replication experiment. Moreover, we also give references
to related work on dynamic analysis for program comprehension as this provides the
broader context for our research.

2.5.1 Spectrum Based Fault Localisation

Spectrum based fault localisation is an automated fault diagnosis technique based
on differences in program spectra of a program between passing and failing tests [13].
Spectrum based fault localisation techniques have been applied in many domains such
as localising the fault and ranking program statements [12], blocks [13], failure related
components [45] and —last but not least— classes [22].

Jones and Harrold used statement-hit spectra to rank statements of C programs ac-
cording to their likelihood to be at fault [12]. To visualize the ranking, they implemented
a tool — Tarantula — able to mark statements with colors that span from red (statement
likely at fault) to green (statement unlikely at fault).

Abreu et al. used blocks-hit spectra to rank the blocks in order of their likelihood to be
at fault [13]. Here the block is defined as C language statement where compound state-
ment (statements inside curly brackets) counts as a single statement. They compared the
performance of different similarity coefficients and their impact on diagnostic accuracy
of spectrum based fault localisation technique.

Chen et al. implemented the tool Pinpoint for tracing client requests in Internet service
environments. Pinpoint records the components involved in the service and whether or
not the request is satisfied [45]. The tool correlates the request failures to the components
that most likely caused the failure.

All previous papers detect the fault at different levels of granularity(e.g., statements,
blocks). However, none of them uses spectrum based fault localisation to identify faults
due to method call sequences. In the literature, the only two techniques able to localise
faults related tomethod call sequence areAMPLE andMCA-E.AMPLE is a tool, created by
Dallmeier et al. that traces method calls invoked by objects and collects call sequences of
the corresponding classes [22]. The outcome of the tool is a list of classes ranked accord-
ing to their likelihood to be at fault. MCA-E is a technique proposed by Tu et al. in order to
improve the regular spectrum based fault localisation techniques adopted in AMPLE [47].
Its outcome is a list of statements ranked according to their likelihood to be at fault. In
the first step, it computes the likelihood of classes to be at fault (suspiciousness) by taking
into account the difference of their method call sequences between passing and failing
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tests. In the second step, the suspiciousness of classes is used together with their state-
ments to generate ranking of statements. One of the limitations of AMPLE and MCA-E
approaches is the adoption of a window of finite size that slides over the execution traces.
Such sliding a window is not efficient for computing the sequences since method calls
may stem from loops or may repeat in a trace resulting into sequences with repetitive
method calls which add overhead with little extra information. Furthermore, the num-
ber of sequences linearly increases as the size of the trace increases. With window size w
and n number of method calls in a trace, nw sequences are possible. In this chapter, we
address the shortcomings related to the sliding window by mining the frequent method
call sequences. The sequence mining alleviates the arbitrary upper limit on the length of
the call sequence. It also optimises the computational power required to obtain the rank-
ing of classes as the mining algorithm limits the frequent sequences to closed ones: and
also the SPEQTRA removes one-length sequences, the number of SPEQTRA sequences
is far less than sliding a window over the trace.

It also optimises the computational power required to obtain the ranking of classes as
it generates far less sequences than sliding a window over the trace.

2.5.2 Program Comprehension

Discoveringprogram invariants and specifications such as legalmethod call sequences
are common goals of research in program comprehension [41, 48, 49]. Such specifications,
achieved by means of dynamic analysis, are used for purposes including documentation,
learning the API’s etc.

Ernst et al. implemented the toolDaikon to dynamically detect program invariants [48].
An invariant is defined as a property that is true at a particular program point or points.
Daikon runs an instrumented program over a series of test runs and records program
properties. At the invariant detection stage it starts with a list of hypothetical invariants
comparing them across all the traced properties of the program for all test runs. It im-
mediately discards the hypothetical invariant the moment it does not hold for a test run.
Finally, all the invariants that are validated across all test runs are reported. Daikon can
also be used to detect invariant violations in failing tests and as such may be used in a
similar set-up as what we report here.

Gabel and Su implemented OCD, a tool which traces method calls and, using a prede-
fined template as a model for specification inference, learns and enforces temporal speci-
fications over method call sequence [49]. The algorithm suffers from two limitations: (1)
the template limits the sequence to comprise only twomethod calls and (2) the sequences
inferred from a limited window size. The efficiency of the algorithm critically depends
on the window size. Experimenting with Eclipse and Ant, the tool detected a few anoma-
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lies as violations of inferred sequences, though the anomalies did not result in program
crashes.

Pradel and Gross proposed a dynamic analysis technique to infer specifications of
correctmethod call sequences [41]. The technique focuses on object collaboration, namely
objects and method calls used together in the execution of a single method. By running
a software program, the technique traces method calls, computes object collaborations
and identifies patterns among these collaborations. From these patterns, the technique
infers the legal method call sequence in the form of finite state machines.

To certain extent, our research on SPEQTRA is complementary to the previous ones.
We use method call sequences of a class from passing tests, which can be assumed as
usage patterns of the program. On the other hand, the sequences in failing tests can be
considered as deviant behaviour.

2.6 THREATS TO VALIDITY

Following the template for case studies in [50], we discuss the threats to validity that
can affect our results.

Threats to external validity correspond to the generalizability of our experimental
results. Our study is limited to the object oriented systemNanoXML. AlthoughNanoXML
is small project, it represents a good testbed since it provides documented tests and faults
for replicating our study. Moreover, by using the same case study of Dallmeier et al. [22],
we were able to verify the impact of removing the sliding window and adopting different
similarity coefficients for mining faults in stack traces. Nevertheless, it is desirable to
replicate our findings using other projects.

Threats to internal validity concern confounding factors that can influence the ob-
tained results. Our approach leverages on the fault’s “ability” of changing the stack trace
generated by software execution. In that sense, we localise faults by pointing out the class
that has different method call sequences (in passing and failing tests) assuming that such
deviation is due to the fault. This assumption is a key-element in spectrum based fault lo-
calisation techniques based on method call sequences [22, 47] and our results confirm its
general validity. On the other hand, there are cases where it does not apply. In NanoXML
there is (only) one faulty class that cannot be localised —with our approach— since the
fault is caused by a variable accessed without any method call.

Threats to construct validity focus on how accurately the observations describe the
phenomena of interest. Our experiment relies on the correct identification of fault respon-
sible for test failure. From this point of view, we do not have threats to construct validity
since we inject one fault at the time. When the fault is injected, otherwise the test passes.
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Threats to reliability validity correspond to the degree towhich the same data would
lead to the same results when repeated. We describe all steps of our technique and pro-
vide references on any tool or library involved in the analysis. The case study we use is
publicly available in the Software-artifact Infrastructure Repository4, a repository created
for supporting rigorous controlled experimentation with program analysis and software
testing techniques [46].

2.7 CONCLUSION

In this chapter, wepresented a novel spectrumbased fault localisation heuristic (named
SPEQTRA) which used closed itemset mining to identify the characteristic method call
sequences and the Jaccard similarity coefficient to rank the classes according to the likeli-
hood of containing the fault. We compare our fault localisation heuristic with the state of
the art (AMPLE) and demonstrate on a small yet representative case (NanoXML) that the
ranking of classes proposed by SPEQTRA is significantly better than the one of AMPLE.
In particular, SPEQTRA can immediately pinpoint the faulty class in 56% of all test runs
(against 40% for AMPLE); while on average 12% of the executed classesmust be inspected
to find the location of the fault (against 20% for AMPLE). From anecdotal evidence, we
deduce that themain reasonwhy SPEQTRA performs better thanAMPLE is due to closed
itemsetmining: this filters out repetitivemethod calls (e.g. contained in loops) and avoids
the arbitrary upper limit imposed by the sliding window. Nevertheless, for a few faults
AMPLE provides a better ranking than SPEQTRA, caused by call sequences appearing in
both failing and many passing tests which reduced the weight of sequences.

Over the course of this research, we have made the following contributions:

• Replication Experiment. We conducted a replication of the AMPLE experiment per-
formedbyDallmeier et al. [22]. Weused the samedata (theNanoXML case provided
in the Software-artifact Infrastructure Repository [46]) and confirmed the numbers
provided in the original report.

• Alternative Heuristic. We proposed an alternative spectrum based fault localisation
heuristic (named SPEQTRA). We compared it against the results from AMPLE. We
demonstrate that the ranking of classes proposed by SPEQTRA is significantly bet-
ter than the one of AMPLE.

• Anecdotal Evidence. We collected some anecdotal evidence from the NanoXML case
interpreting the main differences between the two heuristics.

Fault localisation heuristics are particularly relevant in modern software engineering
owing to the increasing popularity of continuous integration. Continuous integration

4http://sir.unl.edu/portal/index.php
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states that software engineers should merge their working copies with the main branch
several times a day using a suite of automated tests to verify the correctness of the build.
When one of the thousands of tests fails, the corresponding fault should be localised as
quickly as possible as development can only proceed when the fault is repaired. In that
sense our work shows that while the state of the art is rapidly advancing, it is worthwhile
to make improvements on research from a decade ago.
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ABSTRACT

Continuous integration is a best practice adopted in modern software development teams to iden-
tify potential faults immediately upon project build. Once a fault is detected it must be repaired
immediately, hence continuous integration provides an ideal testbed for experimenting with the
state of the art in fault localisation. In this chapter we propose a variant of what is known as
spectrum based fault localisation, which leverages patterns of method calls by means of frequent
itemset mining. We compare our variant (we refer to it as patterned spectrum analysis) against
the state of the art and demonstrate on 351 real faults drawn from five representative open source
java projects that patterned spectrum analysis is more effective in localising the fault.
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3.1 INTRODUCTION

Continuous integration is an important and essential phase in a modern release engi-
neering pipeline [5]. The quintessential principle of continuous integration declares that
software engineers should frequently merge their code with the project’s codebase [34,
51]. This practice is helpful to ensure that the codebase remains stable and developers
can continue further development, essentially reducing the risk of arriving in integration
hell [52]. Indeed, during each integration step, a continuous integration server builds the
entire project, using a fully automated process involving compilation, unit tests, integra-
tion tests, code analysis, security checks, . . . . When one of these steps fails, the build is
said to be broken; development can then only proceed when the fault is repaired [35, 36].

The safety net on automated tests, encourages software engineers to write lots of tests
— several reports indicate that there is more test code than application code [38, 39, 53].
Moreover, executing all these tests easily takes several hours [40]. Hence, it should come
as no surprise that developers defer the full test to the continuous integration server in-
stead of running them in the IDE before launching the build [54]. Occasionally, changes
in the code introduce regression faults, causing some of the previously passing test cases
to fail [55]. Repairing a regression fault seems easy: the most recent commits should con-
tain the root cause. In reality it is seldom that easy [36]. There is always the possibility of
lurking faults, i.e. faults in a piece of code which are revealed via changes in other parts
of the code [56]. For truly complex systems with multiple branches and staged testing,
faults will reveal themselves later in the life-cycle [57, 58].

Luckily, the state-of-the-art in software testing research provides a potential answer
via spectrum based fault localisation. These heuristics compare execution traces of failing
and passing test runs to produce a ranked list of program elements likely to be at fault. In
this chapter, we present a variant which leverages patterns of method calls by means of
frequent itemset mining. As such, the heuristic is optimised for localising faults revealed
by integration tests, hence ideally suited for serving in a continuous integration context.

In this chapter, we make the following contributions.

1. We propose a variant of spectrum based fault localisation (referred to as patterned
spectrum analysis in the remainder of this chapter)which leverages patterns ofmethod
calls by means of frequent itemset mining.

2. We compare patterned spectrum analysis against the current state-of-the-art (referred
to as raw spectrum analysis in the remainder of this chapter) using the Defects4J
dataset [59].

3. The comparison is inspired by a realistic fault localisation scenario in the context of
continuous integration, drawn from a series of discussions with practitioners.
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Table 3.1: An Example Test Coverage Matrix and Hit-Spectrum
El
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Table 3.2: Popular Fault Locators

Faul Locator Definition

Tarantula [12]
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ef√

(ef + nf )(ef + ep)

T* [60]

( ef
ef + nf

ef
ef + nf

+
ep

ep + np

)
×max

(
ef
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,

ep
ep + np

)
Naish2 [17] ef − ep

ep + np + 1

The remainder of this chapter is organised as follows. Section 3.2 lists the current state-
of-the-art. Section 3.3 presents a motivating example, followed by Section 3.4 explaining
the inner details of our variant. Section 3.5 describes the case study set-up, which nat-
urally leads to Section 3.6 reporting the results of the case study. After a discussion of
potential improvements in Section 3.7, and the threats to validity in Section 3.8, we come
to a conclusion in Section 3.9.

3.2 STATE OF THE ART

This section provides an overview of the current state-of-the-art in spectrum based
fault localisation. In particular, we sketch the two dimensions for the variants that have
been investigated: either the granularity (statement — block — method — class) or the
fault locator function (Tarantula, Ochiai, T*, and Naish2). We also explain what is com-
monly used when evaluating the heuristics: the evaluation metric (Wasted Effort) and the
available benchmarks and datasets. Finally, we list some common applications of fault
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localisation, which heavily influences the way people assess the effectiveness in the past
research.

Automated Fault Localisation. To help developers quickly locate the faults, there ex-
ist two broad categories of automated fault localisation heuristics: (1) information retrieval
based fault localisation [7, 8, 9, 10], and (2) spectrum based fault localisation [11, 12, 13,
60, 61]. Both of these categories produce a ranked list of program elements, indicating
the likelihood of a program element causing the fault. While the former uses bug reports
and source code files for analysis, the later uses program traces generated by executing
failing and passing test cases. Since spectrum based fault localisation heuritsics only
require traces from test runs— readily available after running the regression test suite—
these heuritics are ideally suited for locating regression faults in a continuous integration
context.

Spectrum based fault localisation is quite an effective heuristic as reported in sev-
eral papers [12, 13, 60, 61]. Sometimes other names are used, namely coverage based fault
localisation [62] and statistical debugging [63]. To understand how spectrum based fault
localisation heuristics work, there are three crucial elements to consider: (1) the test cov-
erage matrix; (2) the hit-spectrum; and the (3) fault locator. We explain each of them
below.

1. All spectrum based fault localisation heuristics collect coverage information of the
elements under test in a test coverage matrix. This is a matrix, where the rows corre-
spond to elements under test and the columns represent the test cases. Each cell in
the matrix marks whether a given element under test is executed (i.e. covered) by
the test case (marked as 1) or not (marked as 0).

2. Next, this test coverage matrix is transformed into the hit-spectrum (sometimes also
called coverage spectrum) of a program. The hit-spectrum of an element under test
is tuple of four values (ef , ep, nf , np). Where ef and ep are the numbers of failing
and passing test cases that execute the element under test and nf and np are the
numbers of failing and passing test cases that do not execute the element under test.
Table 3.1 shows an example test coverage matrix and spectrum.

3. Finally, the heuristic assigns a suspiciousness to each element under test by means
of a fault locator. This suspiciousness indicates the likelihood of the unit to be at fault.
The underlying intuition is that an element under test executedmore in failing tests
and less in passing tests gets a higher suspiciousness and appears at top position
in the ranking. Sorting the elements under test according to their suspiciousness
in descending order produces the ranking. Many (if not all) variants of spectrum
based fault localisation create a new fault locator; Table 3.2 gives an overview of the
most popular ones.
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Granularity. Other variants of spectrum based fault localisation concern the choice
of the elements under test. Indeed, spectrum based fault localisation has been applied at
different levels of granularity, including statements [11, 12, 64, 65, 66], blocks [13, 16, 67, 68,
69], methods [60, 61, 70], and classes [22, 30]. The seminal work on spectrum based fault
localisation started off with statement level granularity [11]. As a result, most of the early
research focussed at statement level, sometimes extended to basic blocks of statements.
The effectiveness at the method level has been investigated in only a few cases and then
even as part of a large-scale comparison involving several levels of granularity [60, 61, 70].

Today, the space of known spectrum based fault localisation heuristics is classified
according to two dimensions: the granularity (statement — block — method —
class) and the fault locator function (Tarantula, Ochiai, T*, and Naish2). In this
chapter, we explore the hit-spectrum as a third dimension. We expand the four
tuple (ef , ep, nf , np) so that ef and ep incorporate patterns of method calls we
extracted by means of frequent itemset mining.
In the remainder of this chapter we refer to the current state of the art as raw
spectrum analysis, while our variant will be denoted with patterned spectrum
analysis.

Evaluation metric: wasted effort. Fault localisation heuristics produce a ranking of
elements under test; in the ideal case the faulty unit appears on top of the list. Several
ways to evaluate such rankings have been used in the past, including relativemeasures in
relation to project size, such as the percentage of units that need or need not be inspected
to pinpoint the fault [60]. Despite providing a good summary of the accuracy of a heuris-
tic, absolute measures are currently deemed better for comparison purposes [60, 61, 71].
Today, the wasted effort metric is commonly adopted [60, 61, 70]. Consequently, we will
rely on the wasted effortwhen comparing raw spectrum analysis against patterned spectrum
analysis. (The exact formula for wasted effort is provided in Section 3.5 — Equation (3.8)).

Dataset. The early evaluations on the effectiveness of raw spectrum analysis heuristics
were done by means of small C programs, taken from the Siemens set and Space [72].
Despite having industrial origins, the faults used in the experimentsweremanually seeded
by the authors [11, 73]. The next attempt at a common dataset for empirical evalua-
tion of software testing and debugging is the Software-Artifact Infrastructure Repository
(SIR) [46]. Unfortunately, most of the faults in this dataset are manually seeded as well.
Consequently, Dallmeier and Zimmermann created the iBugs dataset containing real
faults drawn from open source Java projects [74]. iBugs contains 223 faults all accom-
panied with at least one failing test case to reproduce the fault. The last improvement on

31



CHAPTER 3. FINE-TUNING SPECTRUM BASED FAULT LOCALISATION WITH FREQUENT METHOD
ITEM SETS

fault datasets is known as Defects4J [59]. Defects4J has a few advantages over iBugs: all
the faults in Defects4J are isolated— the changes in Vfix for corresponding Vbug purely
represent the bug fix. Unrelated changes —such as adding features or refactorings— are
isolated. Defects4J also provides a comprehensive test execution framework, which ab-
stracts away the underlying build system and provides a uniform interface to common
build tasks — compilation, test runs, etc. . . . To the best of our knowledge, the Defects4J
has not yet been used for evaluating raw spectrum analysis. Hence, we will adopt the
Defects4J dataset for our comparison.

The current state of the art relies on wasted effort to evaluate fault localisation
heuristics mainly via the SIR and iBugs datasets. When comparing raw spec-
trum analysis against patterned spectrum analysis, we rely on wasted effort as
well, yet adopt the more recent Defects4J dataset.

Applications. In the initial research papers, the main perspective for spectrum based
fault localisation was to assist an individual programmer during debugging [11, 12, 13,
16, 64, 66, 67, 68, 69]. The typical scenario was a debugging window showing not only
the stack trace but also a ranked list of potential locations for the fault, hoping that the
root cause of the fault appears at the top of the list. This explains why the accuracy of
these heuristics was mainly evaluated in terms of percentage of code that needs to be
inspected. Recently, another application emerged: automated fault repair [55, 75, 76]. The
latter techniques repair a fault bymodifying potentially faulty program elements in brute-
force manner until a valid patch —i.e. one that makes the tests pass— is found. The first
step in automated repair is fault localisation, which in turn resulted in another evaluation
perspective, namely whether it increases the effectiveness of automated fault repair [77].

The two commonly used applications for fault localisation are debugging and au-
tomated fault repair. Up until now, continuous integration has never been con-
sidered. We will present the implications of broken builds within continuous
integration in Section 3.3.

3.3 MOTIVATING SCENARIO

Since we propose continuous integration as a testbed for validating patterned spec-
trum analysis, it is necessary to be precise about what exactly constitutes a continuous
integration tool and what kind of requirements it imposes on a fault localisation heuris-
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tic. As commonly accepted in requirements engineering, we specify the context and its
requirements by means of a scenario. The driving force underlying the scenario is the
observation that if a build is broken, it should be repaired immediately hence the root
cause should be identified as quickly as possible.

Note that at a first glance this scenario may seem naive. Nevertheless, it is based
on a series of discussions with software engineers working with the agile development
process SCRUMandwho rely on a continuous integration server to deploy their software
on a daily basis. The discussions were held during meetings of the steering group of the
Cha-Q project (http://soft.vub.ac.be/chaq/), where we confronted practitioners with
the scenario below and asked for their input on what a good fault localisation method
should achieve. Therefore, we can assure the reader that the scenario represents a real
problem felt within today’s software teams.

Prelude: GeoPulseGeoPulse1 is an appwhich locates the nearest location of an exter-
nal heart defibrillator so that in case of an emergency one can quickly help an individual
suffering from a cardiac arrest. The software runs mainly as a web-service (where the
database of all known defibrillators is maintained), yet is accessed by several versions
of the app running on a wide range of devices (smart phones, tablets and even a mini-
version for smart watches).

Software Team. There is a 12 person team responsible for the development of the
GeoPulse app; 10 work from the main office in Brussels while 2 work from a remote
site in Budapest. The team adopts a SCRUM process and uses continuous integration to
ensure that everything runs smoothly. It’s a staged build process, where the build server
performs the following steps: (1) compilation; (2) unit tests; (3) static code analysis; (4)
integration tests; (5) platform tests; (6) performance tests; (7) security tests. Steps (1) —
(3) are the level 1 tests and fixing problems there is the responsibility of the individual
team members; steps (4) — (7) are the level 2 defence and the responsibility of the team.

Scene 1: Unit Testing. Angela just resolved a long standing issue with the smart-
watch version of the app and drastically reduced the response time when communicat-
ing with the smart-phone over bluetooth. She marks the issue-report as closed, puts the
issue-ID in the commit message and sends everything off to the continuous integration
server. A few seconds later, the lava-lamp in her cubicle glows orange, notifying a bro-
ken build. Angela quickly inspects the build-log and finds that one unit-test fails. Luck-
ily, the guidelines for unit tests are strictly followed within the GeoPulse team (unit-tests
run fast, have few dependencies on other modules and come with good diagnosing mes-
sages). Angela can quickly pinpoint the root cause as a missing initialisation routine in
one of the subclasses she created. She adds the initialiser, commits again and this time

1The name and description of the app is fictitious.
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the build server finds no problems and commits her work to the main branch for further
testing during the nightly build. The lava-lamp turns green again and Angela goes to
fetch a coffee before starting her next work item.

Purpose. This scene illustrates the importance of the Level 1 tests and the role of unit
tests in there. Ideally, running the whole suite of unit tests takes just a few seconds and
if one of the unit tests fails, it is almost straightforward to locate the fault. Moreover, it
is also clear who should fix the fault, as it is the last person who made a commit on the
branch. Thus, fault localisation in the context of unit tests sensu stricto is pointless: the
fault is locatedwithin the unit by definition and the diagnosingmessages combinedwith
the recent changes is usually sufficient to repair efficiently.

Scene 2: Integration Testing. Bob arrives in his office in the morning and sees that
the lava-lamp is purple, signifying that the nightly build broke. He quickly inspects the
server logs and sees that the team resolved 9 issues yesterday, resulting in 8 separate
branches merged into the main trunk. There are three seemingly unrelated integration
tests which fail, thus Bob has no clue on the root cause of the failure. During the stand-up
meeting the team discusses the status of the build, and then suspends all work to fix the
broken build. Team members form pairs to get rapid feedback, however synchronising
with Vaclav and Ivor (in the Budapest office) is cumbersome — Skype is not ideal for
pair programming. It takes the team the rest of the morning until Angela and Vaclav
eventually find and fix the root cause of the fault — there was a null check missing in the
initialisation routine Angela added yesterday.

Purpose. This scene illustrates the real potential of fault localisation during contin-
uous integration. Faults in integration tests rarely occur, but have a big impact because
they are difficult to locate hence difficult to assign to an individual. Moreover, software
engineers must analyse code written the day before and integration tests written by oth-
ers: the mental overhead of such context switches is significant. Finally, since these faults
block all progress, team members must drop all other tasks to fix the build.

Scene 3: Retrospective. At the end of the sprint, Alex —the SCRUM master of
the team– raises an issue during the retrospective meeting. He collected some
statistics from the last years of development and found out that they experienced
394 integration faults for the 132 sprints, thus on average 3 integration faults
per sprint. Consulting the issue database, he discovered that resolving one
such integration fault takes on average 3.5 working hours. Knowing that these
integration faults block all progress in the team, he estimates that broken builds
for integration tests cost the team +−1000 person hours per year (8 sprints per
year ∗ 3 faults per sprint ∗ 3.5 hours per fault ∗ 12 persons). Thus the team spends

34



3.4. PATTERNED SPECTRUM ANALYSIS

just under 126 working days or —assuming 220 working days per year— 4% of
its capacity on fixing integration faults.

Purpose. This scene illustrates the impact of such integration faults on the
team productivity. Even if they occur rarely, the fact that it is an “all hands on
deck” situation implies that resolving them takes a lot of effort. Even a small
reduction in the time needed to fix an integration fault implies a significant gain
in team productivity.

Additional material that was excluded from the original paper due to space constraints.

3.3.1 Requirements

From the above scenario, we can infer a few requirements that should hold for a fault
localisation heuristic integrated in a continuous integration server.

Method Level Granularity. The seminal work on raw spectrum analysis (named Taran-
tula) was motivated by supporting an individual test engineer, and chose statement level
granularity [11]. However, for fault localisation within integration tests, method level
granularity is more appropriate. Indeed, the smallest element under test in object ori-
ented testing is a method [78]. This also shows in modern IDE, where failing tests and
stack traces report at method level. Last but not least, objects interact through methods,
thus integration faults appear when objects don’t invoke the methods according to the
(often implicit) protocol.

Top 10. A fault localisation heuristic produces a ranked list of program elements likely
to be at fault, thus the obvious question is how deep in the ranking the correct answer
should be to still be considered acceptable. In the remainder of the chapter we set the
threshold to 10, inspired by earlier work from Lucia et. al [68]. 10 is still an arbitrary
number but was confirmed to be a good target during our interviews with real develop-
ers.

Fault localisation is applicable for complex systems with multiple branches and
staged testing. Faults in integration tests in particular are very relevant: they
seldom occur, but when they do, they have a big impact on the team productivity.
Thus, to compare raw spectrum analysis against patterned spectrum analysis we
should treat integration tests differently than unit tests.
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3.4 PATTERNED SPECTRUM ANALYSIS

As explained earlier, current raw spectrum analysis heuristics comprise several variants,
typically classified according to two dimensions: the granularity (statement — block —
method — class) and the fault locator function (Tarantula, Ochiai, T*, and Naish2). In
this chapter, we explore the hit-spectrum as a third dimension, incorporating patterns of
method calls extracted by means of frequent itemset mining.

Below, we explain the details of the patterned spectrum analysis variant. We run the
test suite and for each test case, collect the trace (Cf. Section 3.4.1), slice the trace into
individual method traces (Cf. Section 3.4.2), reduce the sliced traces into call patterns for
amethod (Cf. Section 3.4.3), calculate the hit-spectrum by incorporating frequent itemset
mining (Cf. Section 3.4.4), and finally rank the methods according to their likelihood of
being at fault (Cf. Section 3.4.5).

3.4.1 Collecting the Trace

We maintain a single trace per test case. When a test runs, it invokes methods in
the project base code. We intercept all the method calls originating from the base code
method. We do not intercept calls in test methods, since we assume that the test oracles
themselves are correct. The trace is collected by introducing logger functionality into the
base code via AspectJ2. More specifically, we use a method call join point with a pointcut
to pick out every call site. For each intercepted call, we collect the calledmethod identifier,
caller object identifier, and the caller method identifier. These identifiers are integers
uniquely associated with a method name.

Listing 3.1: Code snippet for a sample method

1 public class A {
2 B objB;
3 C objC;
4 .....
5 public void collaborate () {
6 b.getData ();
7 while (...) {
8 if(...)
9 c.getAttributes ();

10 if(...)
11 c.setAttributes (...);
12 if(...)
13 c.processData (...);
14 } // while
15 b.saveData ();

2http://www.eclipse.org/aspectj/
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16 } // method
17 }

Table 3.3: A Sample Trace Highlighting Calls in Listing 3.1

Caller object id Caller id† Callee id‡

1 5 6
1 5 9
1 5 11
1 5 15
2 5 6
2 5 11
2 5 13
3 5 6
3 5 11
3 5 15

. . . . . . . . .
† caller id 5 indicates method collaborate() in Listing 2.1
‡ callee id is the line number in Listing 2.1

As an example, assuming the test case instantiates three objects of class A and calls
method collaborate() (Listing 3.1) for each instance. A sample trace in a test case, specif-
ically highlighting the method calls originating from the collaborate() method in List-
ing 2.1, is shown in Table 3.3. The three instances of class A are shown (id 1, 2, and 3)
which each received a separate call to collaborate(). The execution of collaborate() on ob-
ject id 1 resulted into a call to getData() (line 6), getAttributes() (line 9), setAttributes() (line
11), and finally saveData() (line 15). Execution of collaborate() on object id 2 and 3 results
in a slightly different calls.

The ‘caller object id’ is the identifier of the caller object which calls the method, the
‘caller’ is the method from which the call is made and the ‘callee’ is the called method.
When a method is executed in a class context (static methods can be executed without
instantiating a class), there is no caller object, hence we mark the ‘object caller id’ as −1.

Considering the intercepted call getData() (line 6), the “caller object id" is the id of the
class A object instantiated in the test case, the “caller id" is the id of method collaborate(),
and the “callee id" is the id of method getData(). In a similar manner, calls originating
from other methods such as method getData() of class B invoked from method collabo-
rate() (line 6) are recorded in the trace.
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3.4.2 Slicing the Trace

Once a trace for a test case is obtained, we slice the trace into individual method traces.
Each sliced trace represents the trace for each executed method in the test case.

The sliced trace for amethodm() in a test case T is represented as a set Tm = {t1, t2, ..., tn}
, where ti represents the method calls invoked frommethodm() through the same caller
object. If the method m() is static, the calls appear in a single trace for ‘caller object id’ -1.

Referring to Table 3.3, t1 = 〈6, 9, 11, 15〉 for the calls of method collaborate() (id 5) with
caller object id 1, t2 = 〈6, 11, 13〉 with caller object id 2, and t3 = 〈6, 11, 15〉 with caller
object id 3. Therefore, the sliced trace τ5 for method collaborate() (id 5) is as follows.

T5 = {〈6, 9, 11, 15〉, 〈6, 11, 13〉, 〈6, 11, 15〉} (3.1)

3.4.3 Obtaining Call Patterns

We reduce the sliced trace Tm of a methodm() coming from a test case T into a set of
call patterns STm . To arrive at set of call patterns STm , we adopt the closed itemset mining
algorithm [23]. Given the sliced trace Tm of method m() in a test case T , we define:

• X —itemset— a set of method calls.
• σ(X )—support of X— the number of ti in Tm that contain this itemset X .
• minsup —minimum support of X— a threshold used to tune the number of re-

turned itemsets.
• frequent itemset — an itemset X is frequent when σ(X ) ≥ minsup.
• closed itemset — a frequent itemset X is closed if there exists no proper superset X ′

whose support is the same as the support of X (i-e. σ(X ′) = σ(X )).

We refer to closed itemsetX as a call pattern. We setminsup to 1 to include call patterns
for the methods executed with one object only or for those executed in a class context.

The set of call patterns STm for method collaborate() (id 5) from sliced trace T5 (Equa-
tion (3.1)) is as follows.

ST5 = {{6, 9, 11, 15}, {6, 11, 13}, {6, 11, 15}, {6, 11}} (3.2)

3.4.4 Calculating the Hit-Spectrum

Unlike raw spectrum analysis, where there is a single test coverage matrix per program,
patterned spectrum analysis creates a test coverage matrix for each executed method. In
the raw spectrum analysis, a row of test coverage matrix corresponds to a method, which
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is a program element per se, and the hit-spectrum (ef , ep, nf , np) indicates whether or
not the method is involved in test cases. In patterned spectrum analysis, there is a separate
test coverage matrix for each method and a row corresponds to a call pattern (itemset
X ) of the method. Here the call pattern (X ) is not a program element anymore. The hit-
spectrum (ef , ep, nf , np) of X not only indicates whether or not the method is involved
in a test case, but also summarises its run-time behaviour.

The call patterns of a method m() in patterned spectrum analysis are obtained by run-
ning the set of failing test cases (denoted as TF ) and the set of passing test cases (de-
noted as TP ). We obtain a set of call patterns Sm (Equation (3.3)) for each method m() —
which is the union of (i) the call patterns of a method resulting from the failing test cases
(STm ∈ TF ) and (ii) the call patterns resulting from the passing test cases (STm ∈ TP ).

Sm = {X |X ∈ STm ∧ T ∈ TF } ∪ {X |X ∈ STm ∧ T ∈ TP } (3.3)

The set Sm (Equation (3.3)) is used to construct the test coverage matrix for a method.

As an example, consider the set of call patterns for ST5 (Equation (3.2)) of the method
collaborate(). Assuming, this call pattern results from a failing test case it will end up in
T ∈ TF . However, the same method collaborate() is also executed in a passing test case
(i-e T ∈ TP ) and will result in another set of call patterns, shown in Equation (3.4).

ST5 = {{6, 11, 13}, {6, 11, 15}, {6, 11}} (3.4)

Then, the call pattern set S5 for the method collaborate() becomes the union of Equa-
tion (3.2) and Equation (3.4).

S5 = {{6, 9, 11, 15}, {6, 11, 13}, {6, 11, 15}, {6, 11}} (3.5)

The hit spectrum is then calculated for each call pattern in the call pattern set which
ultimately results in a test coverage matrix for each method. As an example, we show the
test coverage matrix for collaborate() in Table 3.4.

3.4.5 Ranking Methods

Based on the test coverage matrix of call patterns for each method, each pattern in
the call pattern set Sm (Equation (3.3)) gets a suspiciousness score. This suspiciousness
is calculated by using a fault locator [13, 60, 61]. Then, we set the suspiciousness of the
method as the maximum suspiciousness of its constituting patterns.

Suspiciousness per call pattern. Each call pattern X ∈ Sm (Equation (3.3)) gets a
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Table 3.4: An Example Test Coverage Matrix for Method collaborate()

Call pattern
X

Failing tests
(T ∈ TF )

Passing tests
(T ∈ TP )

ef (X ) ep(X ) nf (X ) np(X ) W(X )

t1 t2

{6, 9, 11, 15} 1 0 1 0 0 1 1.0

{6, 11, 13} 1 1 1 1 0 0 0.7

{6, 11, 15} 1 1 1 1 0 0 0.7

{6, 11} 1 1 1 1 0 0 0.7

suspiciousnessW (X ) calculatedwith a fault locator. In principle, any fault locator can be
chosen from the literature. However, for our comparison purpose we tested all four fault
locators mentioned in Table 3.2 in patterned spectrum analysis and Ochiai (Equation (3.6))
came out as the best performing one. For our running example, the suspiciousnessW (X )
for each call pattern of method collaborate() is given in Table 3.4.

W (X ) = ef (X )√
(ef (X ) + nf (X )) ∗ (ef (X ) + ep(X ))

(3.6)

Suspiciousness per method. Each method m() gets a suspiciousnessW (m)which is
the suspiciousness of the call pattern X with the highest suspiciousness (Equation (3.7)).
We choose the maximum (instead of average) for the suspiciousness score because the
technique is looking for exceptional traces: one unique and highly suspicious pattern is
more important than several unsuspicious ones. Those methods without call patterns
set have suspiciousness 0. The suspiciousness for method collaborate()W (5) in our run-
ning example is 1.0, which is the suspiciousness of the call pattern ({6, 9, 11, 15})— with
highest suspiciousness (Table 3.4).

W (m) = max
X∈Sm

(
W (X )

)
(3.7)

Ranking. Finally, a ranking of all executed methods is produced using their suspi-
ciousness W(m). The suspiciousness of the method indicates its likelihood of being at
fault. Those methods with the highest suspiciousness appear a the top in the ranking.
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3.5 CASE STUDY SETUP

Given the current state of the art (referred to as raw spectrum analysis) and the variant
proposed in this chapter (referred to as patterned spectrum analysis), we can now compare
the effectiveness of these two heuristics from the perspective of a continuous integration
scenario. We give some details about the dataset used for the comparison (Defects4J),
the evaluation metric (Wasted Effort), to finish with the research questions, and protocol
driving the comparison.

Dataset. We use 351 real faults from 5 open source java projects: Apache Commons
Math, Apache Commons Lang, Joda-Time, JFreeChart, and Google Closure Compiler.
The descriptive statistics of these projects are reported in Table 3.5. These faults have been
collected by Just et. al. into a database called Defects4J3 (a database of existing faults
to enable controlled testing studies for Java programs) [59]. The database contains meta
info about each fault including the source classes modified to fix the fault, the test cases
that expose the fault, and the test cases that trigger at least one of the modified classes.
Although, the framework does not explicitly list the modified methods, we could reverse
engineer those by means of the patches that come with the framework. Note that we
excluded 3 faults of Apache Commons Lang, 2 faults of Apache Commons Math, and 1
fault of Joda-Time since the fault was not located inside a method.

Unfortunately, the Defects4J dataset does not distinguish between unit tests or inte-
gration tests. As argued in the Scenario (Section 3.3), this is a crucial factor when as-
sessing a fault localisation heuristic in a continuous integration context. We, therefore,
manually inspected a sample of testmethods and noticed that four projects (ApacheCom-
mons Math, Apache Commons Lang, Joda-Time, and JFreeChart) mainly contain unit
tests: they have a small (often empty) set-up method, and test methods contain only a
few asserts. One project however (Closure Compiler) relies on integration tests. The test
cases there, are a subclass ofCompilerTestCase that defines a few templatemethods, which
are the entry point to several classes in the base code of the project.

To corroborate this manual inspection, we calculated the number of methods trig-
gered in each fault spectrum analysis. The assumption here is that integration tests exer-
cise several methods in various classes, consequently the fault spectrum analysis should
trigger manymethods as well. Thus, projects which gravitate towards integration testing
should trigger many methods while projects gravitating towards unit tests should trig-
ger far fewer. The results are shown in the last two columns (µ and σ) of Table 3.5; listing
the average and standard deviation per project respectively. The high number of µ for
the Closure project is an indication that the Closure tests exercise a lot of the base code,
yet the high standard deviation σ signals the presence of unit tests as well. On the other

3http://defects4j.org
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hand, the low number of µ for the other project hints at mostly unit tests, yet Chart has
a standard deviation σ of 407 (compared to an average of 306), indicating a few outlier
tests which cover a lot of the base code.

The Defects4J dataset does not distinguish between unit tests or integration
tests. However, one project (Closure Compiler) gravitates towards integration
tests. Therefore, the results of the Closure Compiler should serve as circumstantial
evidence during the comparison.

Wasted Effort. Asmentioned earlier, we compare by means of the wasted effortmetric,
commonly adopted in recent research [60, 61, 70]. Thewasted effort indicates the number
of non-faulty methods to inspect in vain before reaching the faulty method.

wasted effort = m+ (n+ 1)/2 (3.8)

Where

• m is the number of non-faultymethods ranked strictly higher than the faultymethod;

• n is the number of non-faulty methods with equal rank to the faulty method. This
deals with ties in the ranking.

The comparison is driven by the following research questions.

RQ1. Which ranking results in the lowest wasted effort: raw spectrum analysis or patterned
spectrum analysis?

Motivation. This is the first step of the comparison; assessing which of the two fault
localisation methods provides the best overall ranking.

RQ2. How often do raw spectrum analysis and patterned spectrum analysis rankings result in
a wasted effort ≤ 10?

Motivation. Based on the scenario (Section 3.3), we investigate how many times the
location of the fault is ranked in the first 10 items.

RQ3. How does the number of triggeredmethods affect the wasted effort of raw spectrum analysis
and patterned spectrum analysis?

Motivation. Again, based on the scenario (Section 3.3) we gauge the impact of integra-
tion tests. The number of methods triggered by the fault spectrum analysis acts as
a proxy for the degree of integration tests in the test suite.

Fault Locator. One dimension of variation in spectrum based fault localisation is the
fault locator; Table 3.2 lists the most popular ones. As explained in Section 3.4.5, for com-
parison purpose we use Ochiai for patterned spectrum analysis. However, for the optimal
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Table 3.6: Naish within Raw Spectrum Analysis vs. Tarantula, Ochiai and T*

Faul Locator < > =

Tarantula 50 (38%) 8 (6%) 75 (56%)

Ochiai 46 (35%) 6 (5%) 81 (61%)

T* 20 (15%) 4 (3%) 109 (82%)

configuration of raw spectrum analysis, we actually tested all four fault locators (Table 3.2).
Naish2 performed the best on the Defects4J dataset withmethod level granularity as can
be seen in Table 3.6. There, we compare the wasted effort of Naish2 against the wasted
effort of other fault locators, using the 133 defects in the Closure project. Formost defects,
Naish2 results in a better or equal ranking; only for a few defects is the rankingwith other
locators better. For space reasons we do not show the comparison on other projects, but
there aswell Naish2was the best. Hence, we chooseOchiai for patterned spectrum analysis
and Naish2 for raw spectrum analysis in the case study.

Protocol. To run the fault spectrum analysis, we check out a faulty version (Vfault) for
each project. Then we run the actual spectrum based fault localisation for all relevant test
cases, i.e. all test classes which trigger at least one of the source classes modified to fix
the fault as recorded in the Defects4J dataset. Given the continuous integration context
for this research, this is the most logical way to minimise the number of tests which are
fed into the spectrum based fault localisation. Note that this explains why the number of
methods triggered by a fault spectrum is a good indicator for the integration tests; since
the tests are chosen such that they cover all changes made to fix the defect.

3.6 RESULTS AND DISCUSSION

In this section, we address the three research questions introduced in Section 3.5. This
allows for a multifaceted comparison of the effectiveness of patterned spectrum analysis
against the state of the art raw spectrum analysis.

RQ1. Which ranking results in the lowest wasted effort: raw spectrum analysis or patterned
spectrum analysis?

To determine the best performing heuristic, we plot the wasted effort for all of the
faults for both heuristics. To allow for an easy exploration of the nature of the difference,
we sort the faults according to the wasted effort of raw spectrum analysis and plot the
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Table 3.7: Comparing Wasted Effort: Patterned Spectrum Analysis vs Raw Spectrum
Analysis

Project < > = Total

Math 69 (66%) 22 (21%) 13 (13%) 104

Lang 36 (58%) 14 (23%) 12 (19%) 62

Time 16 (62%) 7 (27%) 3 (12%) 26

Chart 16 (62%) 7 (27%) 3 (12%) 26

Closure 101 (76 %) 30 (23 %) 2 (2%) 133

Total 238 (68 %) 80 (23 %) 33 (9%) 351

wasted effort for patterned spectrum analysis accordingly. The result can be seen in (Figures
3.1a, 3.1b, 3.1c, 3.1d, and 3.1e). Next, we count all the faults for which the wasted effort
(in patterned spectrum analysis) is strictly less (<), strictly more (>), or the same (=) and
list the absolute numbers per project (See Table 3.7).

To illustrate how the rankings of the heuristics differ, we inspect fault 40 of the Closure
project where the wasted effort for patterned spectrum analysis is 0.5 (the faulty method is
ranked first), while for raw spectrum analysis thewasted effort is 183. This is due to the fact
that the faulty method has a call pattern which is unique in all failing test cases, hence is
easily picked up by patterned spectrum analysis. On the other hand, just marking whether

Table 3.8: Number of Faults where Wasted Effort is ≤ 10

Project
Patterned Spectrum

Analysis (PSA)
Raw Spectrum
Analysis (RSA) PSA - RSA Total

Math 73 (70%) 59 (57%) 14 104

Lang 55 (89%) 54 (87%) 1 62

Time 16 (62%) 14 (54%) 2 26

Chart 16 (62%) 13 (50%) 3 26

Closure 56 (42%) 30 (23%) 26 133

Total 216 (62%) 170 (48%) 46 351

45



CHAPTER 3. FINE-TUNING SPECTRUM BASED FAULT LOCALISATION WITH FREQUENT METHOD
ITEM SETS

w
a
s
te

d
 e

ff
o
rt

1
6

4
6

9
9

3
4

3
5

7
0

9
1 3 8

1
5

1
7

2
7

4
7

5
3

5
5

5
9

6
3

7
5

8
9

9
0

9
4

1
0

2 9

1
0

5
2 5

4
9

6
5

7
2

1
0

0

1
0

5

1
0

6

7
3

9
8

2
5

3
1

4
5

5
4

9
3

9
6

8
4

9
2

9
5

3
6

4
1

6
6

7
7

1
0

1

8
8

6
9

8
3

6
7

7
9

8
6

9
7

1
0

3

4
2 2

8
1

2
6

1
1

5
7

1
3

6
1

8
5

4
3

1
4

3
8 1

3
0 4

3
3

6
8

7
8

6
4 6

3
7

5
6

2
2

2
1

6
0

8
0

4
0

2
8

7
6

6
2

5
0

8
7

8
2

2
3

2
4

4
4

5
1

4
8

3
9

2
9

5
8

7
1

1
9 7

1
8

3
2

2
0

7
4

1
6

4
6

9
9

3
4

3
5

7
0

9
1

3 8 1
5

1
7

2
7

4
7

5
3

5
5

5
9

6
3

7
5

8
9

9
0

9
4

1
0

2

9 1
0

5
2

5 4
9

6
5

7
2

1
0

0

1
0

5

1
0

6

7
3

9
8

2
5

3
1

4
5

5
4

9
3

9
6

8
4

9
2

9
5

3
6

4
1

6
6

7
7

1
0

1

8
8

6
9

8
3

6
7

7
9

8
6

9
7

1
0

3

4
2

2 8
1

2
6

1
1

5
7

1
3

6
1

8
5

4
3

1
4

3
8

1 3
0

4 3
3

6
8

7
8

6
4

6 3
7

5
6

2
2

2
1

6
0

8
0

4
0

2
8

7
6

6
2

5
0

8
7

8
2

2
3

2
4

4
4

5
1

4
8

3
9

2
9

5
8

7
1

1
9

7 1
8

3
2

2
0

7
4

1
2
6

5
1

7
6

1
0
1

1
2
6

1
5
1

1
2
6

5
1

7
6

1
0
1

1
2
6

1
5
1

Patterned Spectrum Analysis
Raw Spectrum Analysis

(a) Math

w
a
s
te

d
 e

ff
o
rt

1
2

2
2

3
1

1
5

2
1

2
4

2
5

2
9

3
3

3
5

3
6

4
3

4
9

5
1

6
1 2

1
4

3
7

4
0

4
6

4
8

6
0 4

2
6

4
4

4
5

5
8 1 5

1
1

1
9

2
8

3
0

3
9

5
3

5
4

5
9

6
2

6
5

5
5

6
3 3

1
3

1
6

2
0

3
4

4
1

5
2

4
7

4
2

1
7

6
4

3
8

3
2 9 6 7

2
7

1
0

5
0 8

1
8

1
2

2
2

3
1

1
5

2
1

2
4

2
5

2
9

3
3

3
5

3
6

4
3

4
9

5
1

6
1

2 1
4

3
7

4
0

4
6

4
8

6
0

4 2
6

4
4

4
5

5
8

1 5 1
1

1
9

2
8

3
0

3
9

5
3

5
4

5
9

6
2

6
5

5
5

6
3

3 1
3

1
6

2
0

3
4

4
1

5
2

4
7

4
2

1
7

6
4

3
8

3
2

9 6 7 2
7

1
0

5
0

8 1
8

1
2
6

5
1

7
6

1
0
1

1
2
6

5
1

7
6

1
0
1Patterned Spectrum Analysis

Raw Spectrum Analysis

(b) Lang

w
a
s
te

d
 e

ff
o
rt

3

1
5 2 8 9

2
3 1

1
4

1
7 5

1
8

1
6 4 7

2
6

2
1

2
5

2
2 6

1
3

2
4

1
0

1
2

1
9

2
0

2
7

3 1
5

2 8 9 2
3

1 1
4

1
7

5 1
8

1
6

4 7 2
6

2
1

2
5

2
2

6 1
3

2
4

1
0

1
2

1
9

2
0

2
7

1
5
1

1
0
1

1
5
1

2
0
1

2
5
1

3
0
1

3
5
1

4
0
1

4
5
1

1
5
1

1
0
1

1
5
1

2
0
1

2
5
1

3
0
1

3
5
1

4
0
1

4
5
1

Patterned Spectrum Analysis
Raw Spectrum Analysis

(c) Time

w
a
s
te

d
 e

ff
o
rt

1
8

2
4 3 9

1
0

1
1

1
7 5 8

1
6

2
0

2
2 4

1
3

2
1 7 6 1

1
2 2

1
4

1
9

2
6

1
5

2
3

2
5

1
8

2
4

3 9 1
0

1
1

1
7

5 8 1
6

2
0

2
2

4 1
3

2
1

7 6 1 1
2

2 1
4

1
9

2
6

1
5

2
3

2
5

1
5
1

1
0
1

1
5
1

2
0
1

2
5
1

3
0
1

3
5
1

4
0
1

4
5
1

5
0
1

1
5
1

1
0
1

1
5
1

2
0
1

2
5
1

3
0
1

3
5
1

4
0
1

4
5
1

5
0
1

Patterned Spectrum Analysis
Raw Spectrum Analysis

(d) Chart

w
a
s
te

d
 e

ff
o
rt

7
4

6
5

6
1

2
2

4
8 2

1
0

4
1

2
4

7
4 6

1
0

9 9
8

3
6

8
1

1
6

9
0

8
6

2
7

3
2

9
7

1
2

8
1

6
1

1
5

8
1

5
2

5
7

6
0

4
2

6
2

6
3

6
9

7
5

2
3

2
6

8
8

6
5

7
7

8
4

7
3 1

1
3

3
5

1
1

1
3

7
6

1
1

7
5

3
6

1
3

8
3

4
1

0
5

2
9

7
2

7
8

9
6

4
3

1
0

3
3

3 4
8

7
4

9
3

0
8

5
1

5
1

1
2

2
5

1
1

8
1

2
5

8
2

2
0

1
1

0
1

3
2

3
9

4
5

8
9

7
1

1
0

1
1

4 5
2

4
6

4
3

5
5

4
4

0 3
1

2
7

7
0

2
8

1
2

0
9

8
1

2
1

3
7

1
9

1
0

0
1

1
9

9
1

0
8

1
4

1
7

1
3

1
5

0
9

5
6

6
5

8
4

1
8

0
9

2
9

3
4

7
4

4
9

1
6

7 8
1

2
6

3
1

3
6

7
9

5
5

1
3

2
1

2
2

1
0

6
1

1
9

1
2

3
1

3
0

1
0

2
1

1
1

1
2

9
1

2
1

8
1

0
1

9
4

1
0

7
5

9

7 4
6

5
6

1
2

2
4

8
2 1

0
4

1
2

4
7

4
6 1

0
9

9 8
3

6
8

1
1

6
9

0
8

6
2

7
3

2
9

7
1

2
8

1
6

1
1

5
8

1
5

2
5

7
6

0
4

2
6

2
6

3
6

9
7

5
2

3
2

6
8

8
6

5
7

7
8

4
7

3
1 1

3
3

5
1

1
1

3
7

6
1

1
7

5
3

6
1

3
8

3
4

1
0

5
2

9
7

2
7

8
9

6
4

3
1

0
3

3
3

4 8
7

4
9

3
0

8
5

1
5

1
1

2
2

5
1

1
8

1
2

5
8

2
2

0
1

1
0

1
3

2
3

9
4

5
8

9
7

1
1

0
1

1
4

5 2
4

6
4

3
5

5
4

4
0

3 1
2

7
7

0
2

8
1

2
0

9
8

1
2

1
3

7
1

9
1

0
0

1
1

9
9

1
0

8
1

4
1

7
1

3
1

5
0

9
5

6
6

5
8

4
1

8
0

9
2

9
3

4
7

4
4

9
1

6
7

8 1
2

6
3

1
3

6
7

9
5

5
1

3
2

1
2

2
1

0
6

1
1

9
1

2
3

1
3

0
1

0
2

1
1

1
1

2
9

1
2

1
8

1
0

1
9

4
1

0
7

5
9

1
1
5
1

3
5
1

5
5
1

7
5
1

9
5
1

1
1
5
1

1
4
0
1

1
6
5
1

1
9
0
1

1
1
5
1

3
5
1

5
5
1

7
5
1

9
5
1

1
1
5
1

1
4
0
1

1
6
5
1

1
9
0
1Patterned Spectrum Analysis

Raw Spectrum Analysis

(e) Closure

Figure 3.1: The comparison plots of all the rankings in each Lang
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3.6. RESULTS AND DISCUSSION

Table 3.9: Number of Triggered Methods vs. Wasted Effort

Bin
PSA† RSA‡

Q1 Median Q3 Q1 Median Q3

4-43 1.0 1.5 2.5 1.0 1.8 2.9

44-71 1.5 3.0 6.8 2.2 2.8 8.5

72-91 1.5 2.8 9.1 2.4 5.2 13.0

92-134 1.5 2.8 11.5 1.5 3.8 17.6

137-202 1.5 3.2 9.1 1.5 3.2 15.5

204-397 2.0 8.0 23.5 3.5 20.0 73.0

423-892 1.9 5.0 51.4 3.5 9.0 70.8

917-1262 5.8 14.0 38.5 10.4 263.0 511.6

1273-1721 8.2 20.8 56.4 33.9 97.8 203.1

1752-2464 2.5 11.2 40.9 12.4 50.0 196.0

2523-5825 5.0 24.0 77.5 11.0 115.5 561.1

or not the method is executed, is not discriminating in raw spectrum analysis. The number
of failing test cases covering the faulty method and non-faulty methods, is the same 169.
Yet, the non-faulty methods have more suspiciousness than faulty method because the
number of passing test cases covering the non-faulty methods is less. Since more passing
test cases cover the faulty method (high value of ep), it renders the faulty method less
suspicious.

For 68% faults in the dataset, the wasted effort with patterned spectrum analysis
is lower than raw spectrum analysis. Moreover, this improvement is a lot better
for the Closure project (the one system in the data set which gravitates towards
integration tests), where we see an improvement for 76% of faults (101 out of
131).

RQ2. How often do raw spectrum analysis and patterned spectrum analysis rankings result in
a wasted effort ≤ 10?

Inspired by the scenario in Section 3.3, we count how many times the location of the
fault is ranked in the top 10. To deal with ties in the ranking (especially at position 10),

47



CHAPTER 3. FINE-TUNING SPECTRUM BASED FAULT LOCALISATION WITH FREQUENT METHOD
ITEM SETS

0
2

0
0

4
0

0
6

0
0

8
0

0
1

0
0

0

bin

W
a

s
te

d
 e

ff
o

rt

4
−

4
3

4
4

−
7

1

7
2

−
9

1

9
2

−
1

3
4

1
3

7
−

2
0

2

2
0

4
−

3
9

7

4
2

3
−

8
9

2

9
1

7
−

1
2

6
2

1
2

7
3

−
1

7
2

1

1
7

5
2

−
2

4
6

4

2
5

2
3

−
5

8
2

5

Raw Spectrum Analysis

Patterned Spectrum Analysis

Figure 3.2: Number of Triggered Methods vs. Wasted Effort

we identify these as having a wasted effort ≤ 10.

Table 3.8 shows, for each project, the number of faults where the wasted effort is
within the range of 10 with both heuristics. For three projects (Lang, Time, and Chart),
the performance of the patterned spectrum analysis is comparable but still better than the
one of the raw spectrum analysis. Whereas, for the remaining two projects (Math and
Closure) the performance of the patterned spectrum analysis is noticeably better. These
findings confirm that patterned spectrum analysis ranks more faults in the top 10. How-
ever, there are still a large amount of faults where the ranking is poor (wasted effort >
10). Especially, for the Closure project less than half (42%) of the faults are ranked in the
top 10. Hence, there is still room for improvement, which we will cover in Section 3.7.

The patterned spectrum analysis succeeds in ranking the root cause of the fault
in the top 10 for 62% of the faults, against 48% for raw spectrum analysis.
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3.7. POSSIBLE IMPROVEMENTS

RQ3. How does the number of triggered methods affect the wasted effort of raw spectrum analysis
and patterned spectrum analysis?

In Section 3.5, we argued that the number of methods triggered by the fault spectrum
analysis is an indicator of the gravitation towards integration tests (see also the last two
columns in Table 3.5). If that is the case, a good spectrumbased fault localisation heuristic
should obtain a good ranking for a particular fault regardless of the number of triggered
methods. Again, based on the scenario (Section 3.3), we gauge the impact of integration
tests.

Therefore, for each fault, we calculate the number of methods triggered by the fault
spectrum analysis. We then sort the faults according to the number of methods and in-
spect the trend with respect to the number of triggered methods. Unfortunately, the
standard deviation for the number of triggered methods is really high (see the σ column
in Table 3.5) and a normal scatterplot mainly showed the noise. Therefore, we group the
faults according to the triggered methods into 11 bins of 32 elements. (As these numbers
did not dividewell, therewere two bins having 30 and 33 triggeredmethods respectively.)
This binning was decided as a trade-off for having an equal number of elements per bin
and enough bins to highlight a trend in the number of triggeredmethods, if any. For each
of the bins, we calculated the first quartile, median, and the third quartile, listing them
all in Table 3.9 and plotting them in a series of boxplots (Figure 3.2)

Table 3.9 and Figure 3.2 illustrate that the number ofmethods triggered has little effect
on patterned spectrum analysis, however, quite a lot on raw spectrum analysis. The last
four bins, in particular, contain faults which trigger more than thousand methods. The
median wasted effort for patterned spectrum analysis is four to eighteen times lower than
raw spectrum analysis.

The better rankings for Closure in Table 3.7 and Table 3.8 are inconclusive, as one
case is not enough to generalise upon. Yet, based on an analysis of the number of
methods triggered by the fault spectrum, there is at least circumstantial evidence
that patterned spectrum analysis performs better for integration tests.

3.7 POSSIBLE IMPROVEMENTS

Upon closer inspection of those faults ranked high by the patterned spectrum analysis
heuristic, we can infer some suggestions for improvement regarding future variations.

First of all, an inherent limitation is that a faulty methodwhich does not call any other
methods will always be ranked at the bottom. Indeed, such methods don’t have a call
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pattern (which is the primary coverage element appearing in the test coverage matrix),
thus the method gets suspiciousness 0. In our case study, we noticed a few cases where
none of the faulty methods had any call pattern. More specifically, there are 4 such cases
in the Math project, 3 in the Chart project, 2 in the Time and Lang projects, and only 1 in
the Closure project. The best example corresponds to the highest wasted effort on fault
60 of the Lang project (See Listing 3.2). Indeed, the faulty method contains(char) in class
org.apache.commons.lang.text.StrBuilder gets suspiciousness 0 because the for loop only
performs direct accesses to memory and never calls any methods.

Similarly, the highest wasted effort for fault 22 in the Math project is due to the faulty
method isSupportUpperBoundInclusive() in class distribution.UniformRealDistribution which
again never calls any other methods. In this case, the method body contained a single
statement return false;; the bug fix replaced it by return true;. A last example is fault 22
in Time project; where the fault resided in a faulty constructor, hence did again not have
any method call pattern.

Listing 3.2: Code snippet for a sample method

1 public boolean contains(char ch) {
2 char[] thisBuf = buffer;
3 // Correct code
4 //for (int i = 0; i < this.size; i++) {
5 // Incorrect code
6 for (int i = 0;i < thisBuf.length;i++) {
7 if (thisBuf[i] == ch) {
8 return true;
9 }

10 }
11 }

Listing 3.3: Unique call sequence in faulty method
tryMinimizeExits(Node,int,String)

1 Node.getLastChild ()
2 NodeUtil.getCatchBlock(Node)
3 NodeUtil.hasCatchHandler(Node)
4 NodeUtil.hasFinally(Node)
5 Node.getLastChild ()
6 tryMinimizeExits(Node ,int ,String)

Second, patterned spectrum analysis is often able to push the faulty method high in
the ranking, however there are several cases where it never reaches the top 10. A nice
example is fault 126 in Closure, where the wasted effort for patterned spectrum analysis
is 85.5. This value is still lower than the one given by raw spectrum analysis (532.5), yet it
is too high to ever be considered in a realistic scenario. Manually analysing the traces of
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3.8. THREATS TO VALIDITY

the faulty method tryMinimizeExits(Node,int,String) in class com.google.javascript.jscomp.
MinimizeExitPoints, we found a unique call pattern (Listing 3.3) which is only called in
the failing tests. The bug fix4 reveals that the developers removed the “if check" with
a finally block. This “if check" involves the last 3 calls in Listing 3.3 (lines 4-6). Despite
being unique, the reason why this call pattern was not picked up by patterned spectrum
analysis is because the order ofmethod calls is crucial. Indeed, the call pattern in patterned
spectrum analysis is an itemset, hence the call pattern is not order preserving and has no
repetitive method calls. Note that the importance of the call-order was also pointed out
by Lo et al. [79].

As a future improvements of patterned spectrum analysis, we might incorporate
statements or branches into the hit-spectrum. The call-order of methods, as well,
is relevant information to incorporate into the hit-spectrum.

3.8 THREATS TO VALIDITY

As with all empirical research, we identify those factors that may jeopardise the va-
lidity of our results and the actions we took to reduce or alleviate the risk. Consistent
with the guidelines for case studies research (see [80, 81]), we organise them into four
categories.

Construct validity – do we measure what was intended ?

Wasted Effort. In this research, we adopted the wasted effort metric to compare raw
spectrum analysis against patterned spectrum analysis. However, in information retrieval
rankings where users do not want to inspect all outcomes other measures are consid-
ered, such as Mean Reciprocal Rank (MRR) or Mean Average Precision (MAP) [10, 82].
It is unclear whether the use of these relative evaluation metrics would alter the results.
Nevertheless, the use of an absolute metric alleviates other concerns [61, 71]. Therefore,
the impact is minimal.

Fault Masking. One particular phenomenon which occurs in a few faults in the De-
fects4J dataset is “fault masking" [61]. This is a fault which is spread over multiple lo-
cations and where triggering one location already fails the test. The fix for fault 23 of
project Chart for instance, comprises two changes in two separate methods of the class
“renderer.category.MinMaxCategoryRenderer ". The first change is to override “equals(Object)
" method and the second involves changes in method “setGroupStroke(- Stroke) ". The test
case which exposes the defect calls both methods, yet the test case fails on the first as-

4https://github.com/google/closure-compiler/commit/bd2803
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sertion calling the “equals(Object) " method thereby masking the “setGroupStroke(Stroke)
" method. The question then is what a fault localisation should report: one location or
all locations ? Furthermore, how should we assess the ranking of multiple locations. In
this research, inspired by earlier work [10, 82], we took the assumption that reporting one
location is sufficient and use the highest ranking of all possible locations. However, one
could make other assumptions.

Internal validity – are there unknown factors which might affect the outcome of the
analyses ?

Multiple faults. One often heard critique on fault localisation heuristics in general
and spectrum based fault localisation in particular is that when multiple faults exist, the
heuristic will confuse their effects and its accuracy will decrease. Two independent re-
search teams confirmed thatmultiple faults indeed influence the accuracy of the heuristic,
however it created a negligible effect on the effectiveness [62, 83]. We ignore the potential
effect of multiple faults in this chapter. Nevertheless, future research should study the
effect of multiple faults.

Correctness of the Oracle. The continuous integration scenario in Section 3.3 makes the
assumption that the test oracle itself is infallible. However this does not hold in practice:
Christophe et. al. observed that functional tests written in the Selenium library get up-
dated frequently [84]. We ignore the effects of the tests being at fault in this chapter, but
here as well point out that this is something to be studied in future work.

External validity – to what extent is it possible to generalise the findings ? In our
study, we experimented with 351 real faults drawn from five representative open source
object oriented projects from Defects4J dataset; the most recent defect dataset currently
available. Obviously, it remains to be seen whether similar results would hold for other
defects in other systems. In particular, there is a bias towards unit test in the Defects4J
dataset, with only the Closure project gravitating towards integration tests. Further re-
search is needed to verify whether the patterned spectrum analysis is indeed a lot better
on integration tests in other systems.

Reliability – is the result dependent on the tools ? All the tools involved in this case
study (i.e. creating the traces, calculating the raw spectrum analysis, and patterned spec-
trum analysis rankings) have been created by one of the authors. They have been tested
over a period of 2 years; thus the risk of faults in the tools is small. Moreover, for the
calculation of the raw spectrum analysis rankings we compared as best as possible against
the results reported in earlier papers. The algorithm for frequent itemset mining was
adopted from open source library SPMF5, hence there as well the risk of faults is small.

5http://www.philippe-fournier-viger.com/spmf/
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3.9 CONCLUSION

Spectrum based fault localisation is a class of heuristics known to be effective for lo-
calising faults in existing software systems. These heuristics compare execution traces of
failing and passing test runs to produce a ranked list of program elements likely to be
at fault. The current state of the art (referred to as raw spectrum analysis) comprises sev-
eral variants, typically classified according to two dimensions: the granularity (statement
— block — method — class) and the fault locator function (Tarantula, Ochiai, T*, and
Naish2). In this chapter, we explore a third dimension: the hit-spectrum. More specif-
ically, we propose a variant (referred to as patterned spectrum analysis) which extends
the hit-spectrum with patterns of method calls extracted by means of frequent itemset
mining.

The motivation for the patterned spectrum analysis variant stems from a series of con-
tacts with software developers working in Agile projects and relying on continuous inte-
gration to run all the tests. Complex systems with multiple branches and staged testing
could really benefit from fault localisation. Faults in integration tests, in particular, are
very relevant: they seldom occur, but if they do, they have a big impact on the team
productivity.

Inspired by the continuous integration motivational example, we compare patterned
spectrum analysis against raw spectrum analysis using the Defects4J dataset. This dataset
contains 351 real faults drawn from five representative open source java projects. Despite
a bias towards unit tests in the dataset, we demonstrate that patterned spectrum analysis is
more effective in localising the fault. For 68% faults in the dataset, the wasted effort with
patterned spectrum analysis is lower than raw spectrum analysis. Also, patterned spectrum
analysis succeeds in ranking the root cause of the fault in the top 10 for 63% of the defects,
against 48% for raw spectrum analysis. Moreover, this improvement is a lot better for the
Closure project; the one system in the data set which gravitates towards integration tests.
There, we see an improvement for 76% defects (101 out of 131). The better rankings for
Closure are inconclusive (one case is not enough to generalise upon), yet based on an
analysis of the number of methods triggered by the fault spectrum, there is at least cir-
cumstantial evidence that patterned spectrum analysis performs better for integration tests.
Despite this improvement, we collect anecdotal evidence from those situations where the
patterned spectrum analysis ranking is less adequate and derive suggestions for future im-
provements.
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ABSTRACT

Spectrum based fault localisation is a widely studied class of heuristics for locating faults within
a software program. Unfortunately, the current state of the art ignores the inherent dependencies
between the methods leading up to the fault, hence having a limited diagnostic accuracy. In this
chapter we present a variant of spectrum based fault localisation, which leverages series of method
calls by means of sequence mining. We validate our variant (we refer to it as sequenced spectrum
analysis) on the Defects4J benchmark, demonstrating that sequenced spectrum analysis gains a
12% points improvement against the state of the art.

4.1 INTRODUCTION

Software defects remain a primary concern within the software engineering commu-
nity [43]. Since the source code provides the ultimate description of the behaviour of

https://doi.org/10.1145/3167132.3167337
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the system, it is there that software engineers search for the the root cause of a defect—
the so-called fault— and fix it subsequently. Fault localisation is widely acknowledged
to be one of the more difficult and time consuming steps while fixing defects and it is,
therefore, a heavily investigated research topic [14].

In this chapter, we focus onwhat is known as spectrum based fault localisation [11, 60, 67].
Spectrum based fault localisation, a lightweight automated fault localisation technique,
statistically compares executions traces from both failing and passing test cases to pin-
point a faulty program element. It produces a ranked list of program elements, indicat-
ing the likelihood of a program element being at fault. Spectrum based fault localisation
comprises three steps: (i) creating a test coverage matrix; (ii) deducing the hit-spectrum, and
(iii) applying a fault locator.

Today, most variants of spectrum based fault localisation focus on step (iii), and exper-
iment with different fault locator functions (e.g., Ochiai [13] and Naish2 [17]). Recently,
however, a new branch of research investigated variations of step (ii) providing alterna-
tive ways for deducing the hit-spectrum (e.g., time spectra [19], frequent itemsets [30, 31],
and method invariants [20]). This chapter investigates one other alternative for deducing
the hit-spectrum, namely sequence mining. As such, we make the following contributions.

1. We present a variant of spectrum based fault localisation (referred to as sequenced
spectrum analysis in the remainder of this chapter) which leverages series of method
calls by means of sequence mining.

2. We use 47 known fault locators to create a suite of spectrum based fault localisation
heuristics— the current state-of-the-art (referred to as raw spectrum analysis)— and
evaluate them on real faults. This sets the baseline for the comparison.

3. We compare sequenced spectrum analysis against the raw spectrum analysis using the
Defects4J dataset [59].

4. We use several evaluation metrics during that comparison, effectively adhering to
the concerns of absolute measure [61, 71], early precision [8], and total recall [8]
which implies a stringent comparison.

The remainder of this chapter is organised as follows. Section 4.2 lists the known variants
of spectrum based fault localisation for comparison, while Section 4.3 explains the details
of the variant proposed here. Section 4.4 describes the set-up of the comparison, which
naturally leads to Section 4.5 reporting the results. After a discussion on the related work
in Section 4.6 and the threats to validity in Section 4.7, we come to a conclusion in Sec-
tion 4.8.
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4.2 BACKGROUND

Spectrum based fault localisation takes as input the faulty program and a test-suite
where at least one test case exposes the defect. It produces, as the output, a ranked list of
program elements where the most suspicious program elements appear at the top of the
list.

There are several concerns to take into account when applying spectrum based fault
localisation on a faulty program. First, it involves the decision to select a granularity level
of a program element. The choices for granularity include from fine-grained statements
to course-grained classes.

Second, the coverage of selected program element is collected by running the test-
suite for the faulty program. This coverage is organised into a data structure called the
test coverage matrix. The rows in this matrix correspond to elements under test and the
columns represent the test cases. Each cell in the matrix marks whether a given element
under test is executed by the test case (marked as 1) or not (marked as 0).

Third, the test coverage matrix is summarised into the hit- spectrum— a summarised
abstract behaviour of the program. The hit-spectrum of an element under test is a tuple
of four values (ef , ep, nf , np). Where ef and ep are the numbers of failing and passing
test cases that execute the element under test respectively and nf and np are the numbers
of failing and passing test cases that do not execute the element under test respectively.

Fourth, the fault locator function translates the hit-spectrum into suspiciousness of the
element under test. This suspiciousness, which is function of the fault locator, indicates
the likelihood of the element under test to be at fault. Most fault locator functions have
a range in interval [0, 1]. Thus, the suspiciousness value for an element under test may
have the lowest value 0 (not suspicious at all) to 1 (highly suspicious). The underlying
intuition is that an element under test which is executed more in failing tests and less in
passing tests gets a higher suspiciousness and appears at the top location in the ranked
list. Sorting the elements under test according to their suspiciousness in descending order
produces the ranked list. We refer to this kind of fault localisation analysis as raw spectrum
analysis.

When applying spectrum based fault localisation, there are three avenues to improve
the effectiveness of the heuristic. The first is exploring the different levels of granularity
of program elements. The state of the art has almost explored all possible granularity
levels from statements [11, 64, 65, 85], blocks [16, 67, 68, 69], methods [20, 31, 60, 70], and to
classes [22, 30]. In this chapter, we select method-level granularity for four reasons. (1)
In object oriented testing a method is the smallest element under test [78]. (2) Objects
interact through methods by following a certain protocol on the calling sequence of its
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methods [56]. For complicated protocols this is a source of subtle bugs which are noto-
riously difficult to resolve [86]. (3) A method often provides sufficient context needed to
help developers understand a bug [20]. (4) Developers expressed a slight preference for
method-level granularity [87].

The second dimension is to optimise the fault locator function which was untill now
the primary avenue for improvement. The efforts include applying functions used in
the molecular biology domain for fault localisation [67], applying association measures
from data mining for fault localisation [16], proposing fault locators based on a theo-
retical model [17], and evolving a completely new set of fault locators through genetic
programming [18].

The third dimension, which has remained largely unexplored up until now, is to try
a variation of the hit-spectrum— the input to the fault locator. Yilmaz et al. for example
adopted traces of method execution times instead of a mere count of passing and failing
tests [19]. Dallmeier et al. extracted sequence of method calls by sliding a window over
execution traces of classes to identify faulty classes [22]. Similarly, we adopted itemset
mining to pinpoint faulty classes [30]. Later, we explored a variant of the hit-spectrum
adopting frequent itemset mining to localise faulty methods [31]. In this chapter, we
present another variant of the hit-spectrum adopting sequence mining to locate faulty
methods.

The motivation for exploring sequence mining in the hit-spectrum is that in the tradi-
tional fault localisation, the hit spectrum only tells whether or not the method is involved
in a test case. However, it ignores the inherent dependencies between the calls leading up
to the fault. In particular, branch conditions, data inputs, or exceptions thrown may be
the real cause for deviating behaviour of the failing test [22]. Since fault localisation has
access to the complete call trace anyway, it is relatively easy to incorporate information
about the call sequences itself. Consequently, we modify the hit-spectrum by adopting
sequencemining, referring to this kind of fault localisation analysis as sequenced spectrum
analysis compared to the traditional approach referred to as raw spectrum analysis.

The hit-spectrum in raw spectrum analysis ignores the inherent dependency rela-
tionships between the calls leading up to the fault. In sequenced spectrum anal-
ysis, we modify the hit-spectrum by incorporating series of method calls mined
from the execution traces.
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4.3 SEQUENCED SPECTRUM ANALYSIS

Here, we briefly describe the steps in our sequenced spectrum analysis. We run the test
cases on a faulty program and in each test case, (1) collect the traces for each executed
method of the project (Section 4.3.1), (2) mine the call sequences from these traces (Sec-
tion 4.3.2), (3) calculate the hit-spectrum (Section 4.3.3), and finally (4) rank the methods
(Section 4.3.4) according to their likelihood of being at fault.

4.3.1 Collecting the Trace

In each test case, during the execution of a method, we intercept each method call
directly originating from themethod and record it into the trace. The intercepted call can
be a call to a project method or to the external library method. Note that we incorporate
calls to the constructors, hence have knowledge about the creation of objects as well.

A trace is collected by introducing the logger functionality into the base code via As-
pectJ1. More specifically, we use method execution and method call join points. For a
method execution join point, there are two advices (before and after), while there is one
advice for method call join point. In the before execution advice, a trace is initiated for the
executed method. In the before call advice, which picks out every call site, we collect the
names of both callee and the caller method and add the called method into the trace of
the caller method. Finally, in the after execution advice, the current trace for the method is
closed. To save the memory, we assign unique integer identifier to each executedmethod
and add the identifier to the trace instead of the name.

As a method can also execute one or more times in a test case, we separate the call
traces for each execution. Thus, the complete trace for a method m() in a test case T is
represented as a set Tm = {t1, t2, ..., tn}. Where ti is a list of the method calls invoked
directly from method m() during its ith execution. This implies that the calling relation
is not followed transitively but is terminated after one level. If method m() in Listing 4.1
executed twice in a test case T , its trace would be Tm = {〈m2,m3〉, 〈m2,m3〉}.

Listing 4.1: Example method

1 public void m(){
2 m2();
3 m3();
4 }

1http://www.eclipse.org/aspectj/
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4.3.2 Obtaining Call Sequences

Once the call traces are collected, we mine the sequence of method calls from the
traces of a method. Normally, a method executes only once in a test case resulting into
only a single trace for a method (|Tm| = 1).

Hence, we adopt theMARBLES algorithm to mine the call sequences from the method
call traces [88]. This algorithmmines general, parallel, and serial episodes (subsequences)
from a large sequence (a single call trace in our case) sliding a window of fixed size. Since
we are interested in an order-preserving sequence of method calls, we only use the serial
episodes. From here on, we refer to these episodes simply as sequences.

In this experiment, we use a window size of 8. We restrict the window size to 8 in-
spired by Dallmeier et. al. who found that increasing the window size beyond 8 did
not increase effectiveness of fault localisation [22]. Also for window sizes greater than
8 when applied on long traces, MARBLES takes a long time to produce a result. We ap-
ply the algorithm to translate the complete trace Tm for a method m() obtained in a test
case T into a set of call sequences STm . Thus, for each call trace ti ∈ Tm as input, the
algorithm produces si a set of call sequences as output. Note that the method trace may
comprise a call (or a series of calls) to a single method. In this case, MARBLES outputs an
empty sequences set since a sequence must contain at least two distinct items. However,
we record the single call as sequence, since it can be useful to tackle API violations like
open-close principle [89]. The si is a set of unique call sequences X . The final set of the call
sequences STm (Equation 4.1) for the method m() in test case T is the union of the set of
call sequences si.

STm =

n⋃
i=1

si (4.1)

4.3.3 Calculating the Hit-Spectrum

The call sequences of a method m() in sequenced spectrum analysis are obtained by
running the set of failing test cases (denoted as TF ) and the set of passing test cases (de-
noted as TP ). We obtain a set of call sequences Sm (Equation 4.2) for each method. The
call sequences set Sm is the union of (i) the call sequences of a method resulting from the
failing test cases (STm : T ∈ TF ) and (ii) the call sequences resulting from the passing
test cases (STm : T ∈ TP ).

Sm = {X |X ∈ STm ∧ T ∈ TF } ∪ {X |X ∈ STm ∧ T ∈ TP } (4.2)
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The set Sm (Equation 4.2) is used to construct the test coverage matrix for a method.
The hit spectrum is then calculated for each call sequence X in set Sm from the test cov-
erage matrix.

4.3.4 Ranking Methods

To produce a ranked list of methods, first each call sequence gets a suspiciousness
score. Then, a method gets the suspiciousness which is the maximum suspiciousness of
its constituting call sequences. The details for these steps follow.

Suspiciousness per call pattern. Based on the hit-spectrum calculated from the test cov-
erage matrix for each method, each call sequence X ∈ Sm (Equation 4.2) gets a suspi-
ciousness score Susp(X ) calculated by using a fault locator.

Suspiciousness per method. Each method m() gets a suspiciousness Susp(m) which is
the suspiciousness of the call sequence X with the highest suspiciousness (Equation 4.3).
We choose the maximum (instead of average) for the suspiciousness score because the
technique is looking for exceptional sequences: one unique and highly suspicious se-
quence is more important than several unsuspicious ones. The methods with an empty
call sequence get suspiciousness 0.

Susp(m) = max
(
{Susp(X ) | X ∈ Sm}

)
(4.3)

Ranked list. Finally, a ranked list of all executed methods is produced by sorting the
methods on their suspiciousnessSusp(m) such thatmethodswith the highest suspicious-
ness appear at the top.

4.4 EVALUATION

In this section, we provide the details of empirical evaluation on how far the two
variants (raw spectrum analysis and sequenced spectrum analysis) can improve the fault
localisation.

4.4.1 Dataset

For this empirical evaluation, we use real defects which have been collected by Just et.
al. into a database called Defects4J2 (a database of existing faults to enable controlled
testing studies for Java programs) [59]. Defects4J version 1.1.0 contains defects from 6
open source java projects: Apache CommonsMath, Apache Commons Lang, Joda-Time,

2http://defects4j.org
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Table 4.1: Descriptive Statistics for the Projects Used in Our Experiments

Project Number of Bugs Source KLoC Test KLoC Number of Tests

Math 106 85 19 3,602

Lang 65 22 6 2,245

Time 27 28 53 4,130

Chart 26 96 50 2,205

Closure 133 90 83 7,927

JFreeChart, Google Closure Compiler, and Mockito. In our study, our tracing system
could not be used with Mockito, hence this project was excluded from our study. The
descriptive statistics of 5 projects are reported in Table 4.1.

The database contains meta info about each defect including the source classes modi-
fied to fix the defect, the test cases that expose the defect, and the test cases that trigger at
least one of the modified classes. In this evaluation, we use 346 defects which are located
inside methods or constructors.

4.4.2 Evaluation Metrics

Fault localisation heuristics produce a ranked list of elements under test; in the ideal
case the faulty unit appears on top of the list. Several ways to evaluate such rankings
have been used in the past, including relative measures in relation to project size, such
as the percentage of units that need or need not be inspected to pinpoint the defect [60].
However, absolute measures are currently deemed better for comparison purposes [60,
71]. The most commonly adopted metrics are wasted effort, acc@n, and mean average preci-
sion [8, 20, 60, 70]. Consequently, we will use these metrics for our comparisons.

To deal with defects spread over multiple locations, we evaluate from the perspective
of a best-case debugging scenario as argued by Pearson et. al. [85]. In such a scenario
identifying one of the possible locations is good to understand and consequently repair
the defect. Indeed, once the first faulty element is located it will help developers to find
the remaining ones [8].

Mean Wasted Effort (MWE) — Smaller is better. The mean wasted effort is the simply the
mean of the wasted effort in all ranked lists. The wasted effort is an absolute measure which
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indicates the number of non-faulty methods to inspect in vain before reaching the first
faulty method. It is computed as follows:

wasted effort = m+
n

2
(4.4)

Where m is the number of non-faulty methods ranked strictly higher than the faulty
method; and n is the number of non-faulty methods with equal rank in the ranked list to
the faulty method. This deals with ties in the ranked list.

acc@n — Higher is better. This is the count of all the faults successfully localised in top-
n positions in the ranked list. Inspired by Le et al. [20], we also choose n ∈ {1, 3, 5},
thus effectively creating three variants of the acc@n namely acc@1, acc@3, and acc@5. It is
not uncommon for two methods in a ranked list sharing the same suspiciousness scores.
Hence, while computing the acc@n, we break the ties randomly.

Mean Average Precision (MAP) — Higher is better. The mean average precision has tradi-
tionally been used in information retrieval to evaluate the ranked lists and is also adopted
for studying fault localisation. It takes all faulty elements into account and emphasises
recall over precision. Thus, it is suitable in scenarios where developers search deep in
the ranked list to find more relevant faulty elements [8]. The mean average precision is the
mean of average precision in all ranked lists. The average precision in a single ranked list is
calculated as following:

average precision =

M∑
i=1

P (i)× pos(i)
number of faulty methods

(4.5)

Where: i indicates the position of a method in the ranked list;M is size of the ranked
list (number ofmethods ranked); pos(i) is a boolean indicatingwhether or not themethod
at ith position in the ranked list is faulty; P(i) is the precision at ith position in the ranked
list, computed as P (i) = # faulty methods in top i

i .

Our use of several metrics together evaluates fault localisation in several contexts.
Wasted effort does not normalise the rank of faulty methods with respect to total number
of methods in the program. Thus, it is inline with recommendations of Parnin et. al. [71]
that for the fault localisation to be useful for developers the aim should be to improve
absolute rank rather than percentage rank. In their study, they found that developers
switched to other means of debugging when they did not find faulty statements within
the first few top positions in the ranked list. The same concerns are also addressed by
acc@n. However, when developers want to search deep in the ranked list to find more
relevant faulty methods, mean average precision is suitable in this context [8].
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4.4.3 Experimental Protocol

To compare the two variants, we use faulty version of each project. Then, we run each
spectrumbased fault localisation for all relevant test cases, i.e. all test classeswhich trigger
at least one of the source classes modified to fix the fault as recorded in the Defects4J
dataset. As such, we obtain ranked lists for each of the 346 defects in the dataset altogether
and also organised by project (see Table 4.1). We first compare the 47 fault locators within
each spectrum analysis before going into a more detailed analysis. We use five different
metrics for this comparison: Mean Average Precision (MAP), MeanWasted Effort (MWE)
and acc@1, acc@3, and acc@5.

Best Performing Fault Locator. While comparing raw spectrum analysis against se-
quenced spectrum analysis we use the best performing fault locator for each case. To iden-
tify the best performing fault locator, we first rank all 47 fault locators on each of the five
evaluation metrics and then compute the mean of the ranks. Thus, the fault locator with
the lowest mean rank— performing best in all evaluation metrics— is selected as the best
performing one.

Significance Tests. We perform statistical tests of significance for raw spectrum analy-
sis and sequenced spectrum analysis on the evaluationmetricswasted effort (WE) and average
precision (AP). Since we have amatched pair design andwe compare whether one variant
is better than its counterpart, we choose the Wilcoxon signed rank test and run as paired
one-tailed test. We favour the non-parametric Wilcoxon signed rank test over parametric
t-test owing to small sample sizes and non-normal distribution of scores for both wasted
effort as well as average precision. As is common practice in software engineering research,
we set the significance level α of 0.05 (there is 5% risk of concluding that the two distri-
butions are different when in fact they are not).

Research Questions. In this evaluation, we address following research questions.

RQ1. What is the baseline performance of raw spectrum analysis?
Motivation. We establish the best performing fault locator and obtain the rankings for

the 346 faults in the Defects4J. This sets the baseline against which we compare.

RQ2. How much can sequenced spectrum analysis improve upon raw spectrum analysis?
Motivation. We establish the best performing fault locator for sequenced spectrum anal-

ysis and obtain the rankings for the same 346 faults. We compare these rankings
against the baseline obtained in RQ1..

RQ3. Are there project specific differences between the rankings?
Motivation. Inspired by the work of Zeller et. al. [90], we investigate whether the re-

sults obtained for the whole Defects4J data set apply to the various projects within
that dataset. This is to assess the robustness of our findings.
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RQ4. Is sequenced spectrum analysis efficient compared to raw spectrum analysis?

Motivation. Here, we evaluate the running time of sequenced spectrum analysis
in comparison with raw spectrum analysis to note its practical applicability.

Additional material that was excluded from the original paper due to space constraints.

4.5 RESULTS

In this section, we discuss the answers to three research questions introduced in Sec-
tion 4.4.3.

RQ1. What is the baseline performance of raw spectrum analysis?

To answer this question, we apply raw spectrum analysis with 47 known fault locators
on all defects together, thus aggregating the results over all projects in the dataset. This
allows for a sufficiently rigorous analysis of the current state of the art and as such estab-
lishes the baseline performance of raw spectrum analysis. As mentioned in the protocol,
we rank the fault locators from the top with the best performance to the bottom with the
worst.

Table 4.2 lists the fault locators along with their scores for five evaluation metrics
sorted on their rank (rightmost column entitled R). Fault locators with the same rank
are highlighted in the same background colour. We observe in the table that GP13 and
Naish2 have good scores for acc@1, acc@3, acc@5, and a better mean average precision
thanM2 andGoodman. M2 andGoodman, on the other hand, are slightly better in terms
of mean wasted effort. Studying the performance on each of the evaluation metrics, the
value of 63 for acc@1 tells us that for 63 out of 346 (18%) raw spectrum analysis has an exact
hit: the method containing the fault is the first one in the ranking. Similarly, acc@3 (120
out of 346 is 35%) and acc@5 (142 out of 346 is 41%) demonstrates that the fault locators
perform reasonably well in many cases. The mean wasted effort (MWE), however, reveals
that for many cases the fault localisation is unsatisfactory: a MWE of 96 implies that on
average 96 methods need to be inspected before one arrives at the correct location. This
suggests a long tail distribution, where for many cases the first faulty method is ranked
quite low. The value formean average precision (MAP) reinforces the problem: a low value
of 0.27 implies that the relative location of other faulty methods (in cases where fault
expands to multiple methods) is also quite low.
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Table 4.2: Establish the baseline performance for raw spectrum analysis over the 346 defects
in the dataset.

MAP = Mean Average Precision, MWE = Mean Wasted Effort.
Fault locator acc@1 acc@3 acc@5 MAP MWE Rank
GP13 [18] 63 120 142 0.2780349 96.73 1
Naish2 [17] 63 120 142 0.2776756 96.64 1
M2 [17] 62 118 141 0.2753030 96.32 2
Goodman [17] 61 116 138 0.2695181 16.68 3
Ample2 [17] 64 120 140 0.2764775 101.24 3
T* [60] 62 119 139 0.2744910 96.37 4
Zoltar [91] 61 118 138 0.2735461 96.14 5
Kulczynski2 [17] 61 116 137 0.2718006 96.56 6
Ochiai [67] 61 116 138 0.2693963 98.02 7
Jaccard [45] 61 116 138 0.2695181 104.20 8
Dice [17] 61 116 138 0.2695181 104.20 8
Kulczynski1 [17] 61 116 138 0.2695181 104.20 8
Anderberg [17] 61 116 138 0.2695181 104.20 8
Sørensen
-Dice [17] 61 116 138 0.2695181 104.20 8
GP19 [18] 62 118 139 0.2729868 125.20 9
Arithmetic
Mean [17] 61 118 138 0.2677694 102.93 9
Cohen [17] 61 118 138 0.2678460 105.66 10
Harmonic
Mean [17] 60 115 135 0.2637967 82.19 10
Geometric
Mean [17] 60 115 135 0.2620774 83.72 11
Fleiss [17] 58 107 123 0.2471480 36.29 12
Scott [17] 57 107 125 0.2446414 37.93 13
CBIInc [17] 60 118 135 0.2669550 107.01 13
Barinel [92] 60 118 135 0.2669550 107.11 14
Tarantula [11] 60 118 135 0.2668479 107.03 14
CBISqrt [17] 62 115 136 0.2657316 125.09 15
Rogot2 [17] 60 115 136 0.2642806 139.41 16
Ochiai2 [17] 60 115 136 0.2634117 130.00 17
Wong3′ [17] 42 72 86 0.1785421 22.64 18
Wong3 [93] 42 72 86 0.1785421 22.64 18
Wong2 [93] 41 66 77 0.1582824 16.04 19
Rogot1 [17] 57 107 125 0.2446351 338.34 20
Ample [67] 54 93 116 0.2297198 214.02 21
CBILog [17] 15 28 36 0.0757946 33.22 22
Overlap [17] 41 77 100 0.1857891 178.36 23
Russell
& Rao [17] 38 73 97 0.1802516 177.87 24
Wong1 [93] 38 73 97 0.1802516 177.87 24
Binary [17] 37 69 92 0.1714134 188.00 25
Hamann [17] 41 66 77 0.1582824 367.43 26
Hamming
etc. [17] 41 66 77 0.1582824 437.74 27
Rogers &
Tanimoto [17] 41 66 77 0.1582824 437.74 27
GP02 [18] 23 48 63 0.1268758 277.10 27
M1 [17] 41 66 77 0.1582824 437.74 27
Simple
Matching [17] 41 66 77 0.1582824 437.74 27
Sokal [17] 41 66 77 0.1582824 437.74 27
GP03 [18] 12 23 32 0.0656960 342.97 28
Euclid [17] 7 14 27 0.0521883 428.46 29
Naish1 [17] 1 3 7 0.0200899 419.36 30
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Figure 4.1: Comparison of the distribution of absolute rankings for faulty methods.

As baseline performance, we deduce that 18% of faults correspond with an exact
hit (acc@1) while for many faults the heuristic performs reasonably well (acc@3
for 35% of the faults; acc@5 for 41% of the faults). However, the mean wasted
effort is 96.73 which implies that for many cases the fault localisation is unsatis-
factory and suggests a long tail distribution.

RQ2. How much can sequenced spectrum analysis improve upon raw spectrum analysis?

To answer this question, we apply sequenced spectrum analysis over the same dataset
using the same protocol. Thus, we use the fault locators on all 346 defects and rank them
to identify the best performing one. This allows for a fair comparison between raw spec-
trum analysis and sequenced spectrum analysis in the sense that we choose the optimal
configuration for both of them. Table 4.3 lists the fault locators along with their scores
for five evaluation metrics sorted according to their rank; highlighting fault locators with
the same rank in the same background colour.

Here, we see that Ample2 is the best performing fault locator with Fleiss, T*, M2, and
Arithmetic Mean as close seconds. However, the scores of Ample2 with sequenced spec-
trum analysis are better for all evaluation metrics compared to the raw spectrum analysis.
The value for acc@1 is 103, thus for 103 out of 346 (30%) faults sequenced spectrum analysis
has an exact hit — an absolute 12% improvement (30% vs 18%). Similar improvements
can be seen for acc@3 (159 out of 346 is 46% compared to 35%) and acc@5 (191 out of 346
is 55% compared to 41%). Also, the mean wasted effort has reduced from 96.73 to 25.88,
thus on average the fault is now located on the 25th position in the ranking. The mean
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Table 4.3: Performance improvement for sequenced spectrum analysis over the 346 defects
in the dataset.

MAP = Mean Average Precision, MWE = Mean Wasted Effort.
Fault locator acc@1 acc@3 acc@5 MAP MWE Rank
Ample2 103 159 191 0.3925699 25.88 1
Fleiss 103 157 191 0.3874628 16.01 2
T* 102 160 190 0.3936098 31.18 3
M2 102 160 189 0.3933028 31.10 4
Arithmetic
Mean 103 157 189 0.3875244 26.67 5
Goodman 101 157 190 0.3854730 9.83 6
Naish2 101 159 187 0.3918473 29.12 7
Geometric
Mean 102 156 188 0.3866599 24.31 8
Kulczynski2 101 157 189 0.3893806 30.53 9
Ochiai 101 158 191 0.3883824 31.42 10
GP19 103 159 190 0.3929647 34.38 10
GP13 101 159 188 0.3927791 33.46 11
Harmonic
Mean 102 154 186 0.3859800 23.83 12
Scott 101 156 189 0.3821700 16.73 12
Cohen 101 157 189 0.3851854 26.74 13
Jaccard 101 157 190 0.3866061 32.17 14
Dice 101 157 190 0.3866061 32.17 14
Anderberg 101 157 190 0.3866061 32.17 14
Sørensen
-Dice 101 157 190 0.3866061 32.17 14
Ochiai2 101 157 192 0.3863531 35.48 15
Kulczynski1 101 154 187 0.3848006 32.52 16
Rogot2 102 154 186 0.3860920 37.45 17
Wong3′ 89 139 167 0.3391367 12.15 18
CBIInc 96 147 182 0.3738493 28.32 18
Wong3 89 139 167 0.3391367 12.15 18
CBISqrt 99 154 189 0.3817832 34.71 19
Rogot1 101 156 189 0.3820858 61.86 20
Wong2 87 132 157 0.3222868 9.79 21
Zoltar 96 153 183 0.3739687 32.60 22
Tarantula 96 147 182 0.3750226 34.01 23
Barinel 96 147 182 0.3750091 34.03 24
Ample 94 146 176 0.3612457 44.78 25
CBILog 38 63 82 0.1650905 8.73 26
Hamming
etc. 87 132 157 0.3222977 91.93 27
Rogers &
Tanimoto 87 132 157 0.3222977 91.93 27
Hamann 87 132 157 0.3222868 83.37 27
Simple
Matching 87 132 157 0.3222977 91.93 27
Sokal 87 132 157 0.3222977 91.93 27
M1 87 130 155 0.3211702 92.57 28
Russell
& Rao 51 96 118 0.2328541 113.18 29
Wong1 51 96 118 0.2328541 113.18 29
Binary 45 88 109 0.2098345 125.15 30
Overlap 43 80 104 0.2018613 114.95 31
GP02 31 69 88 0.1702866 176.30 32
GP03 31 69 89 0.1632317 175.70 32
Naish1 16 28 45 0.0900345 142.08 33
Euclid 8 18 30 0.0681149 268.55 34
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average precision has risen from 0.27 to 0.39 implying that besides the location of the
first faulty methods, the location of other faulty methods has also improved— the faulty
methods are ranked higher in the list .

This suggests that the distribution of the rankings is better for sequenced spectrum anal-
ysis, which is confirmed in Figure 4.1. In these violin plots we juxtapose the distributions
of absolute ranks (i.e. the location of the first faulty method) for both variants. There
are some interesting observations in these plots. First, the density curve in the plot for
sequenced spectrum analysis is wide for lower ranks and quickly narrows for higher ranks,
indicating that most of the faulty methods are located on top of the ranked list. The
density curve for raw spectrum analysis on the other hand narrows slowly indicating that
many faulty methods are also located deeper in the ranked list — the ranks are spread.
Second, the median in the box plot for sequenced spectrum analysis shows that for 50% of
the faults the faulty methods are located within location 4 in the ranked lists, whereas for
raw spectrum analysis this median is at 9 implying the faulty methods are located more
deeply. Finally, the third quartile for sequenced spectrum analysis is nearly same as the me-
dian for raw spectrum analysis— the highest location where half of the faults are ranked in
raw spectrum analysis, with sequenced spectrum analysis about 75% of the faults are located
at the same location.

Significance tests for sequenced spectrum analysis versus raw spectrum analysis on both
average precision and wasted effort metrics have p-values < 2.2e-16, show that sequenced
spectrum analysis is not only better, but that it is significantly better in the statistics sense
of the word.

When compared to raw spectrum analysis, sequenced spectrum analysis gains
12% improvement for exact hit (acc@1) and reduces the average wasted effort
from 96.73 to 25.88. The distribution of the fault locations is better which results
in statistically significant improvements.

RQ3. Are there project specific differences between the rankings?

While answering the previous questions, we generalised the comparison on all the
defects together irrespective of the project. However, as noted by Zeller et. al. there
are project-specific variations that might provide valuable insights [90]. Therefore, we
compare the two spectrum analyses on defects for each individual project. As done in
previous subsections, we first select the best performing fault locator for each project and
for each variant. Due to space limitations, we omit the results for the selection of the
best performing fault locator and immediately move towards the actual comparison in
Table 4.4. This table lists the project specific scores for the five evaluation metrics for
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Table 4.4: Project specific comparison of sequenced spectrum analysis (SS) versus raw
spectrum analysis (RS).

SA = Spectrum Analysis (SS vs RS), MAP = Mean Average Precision, MWE = Mean Wasted Ef-
fort.

Project SA Fault Locator. acc@1 acc@3 acc@5 MAP MWE

C
lo

su
re SS Fleiss 17 37 47 0.2236320 30.61

RS GP13 7 15 20 0.1085065 222.89

M
at

h SS Goodman 33 54 69 0.4458375 4.79

RS Goodman 21 45 51 0.3349293 7.92

La
ng SS

Geometric
Mean 41 50 52 0.7294623 1.167

RS GP13 21 43 49 0.5238196 3.78

Ti
m

e SS Ample2 6 10 15 0.2938999 16.15

RS GP13 5 8 9 0.2201962 39.38

C
ha

rt SS CBISqrt 9 14 16 0.4632694 13.2

RS Tarantula 10 15 16 0.4986104 27.16

the best performing fault locator for that project. Table 4.5 also lists the project specific
comparison of p-values for both average precision and wasted effort.

The first interesting observation to make concerns the best performing fault locators:
they vary a lot across projects. Naish2 (the best performing fault locator for raw spec-
trum analysis when applied on all projects together) is never the best performing project-
specific fault locator. And Ample2 (the best performing fault locator for sequenced spec-
trum analysis when applied on all projects together) only appears as the best for the Time
project. Thus, a new set of best performing fault locators has emerged for both raw spec-
trum analysis and sequenced spectrum analysis on project by project basis, illustrating that
great care is needed when configuring such tools.

The second interesting observation in Table 4.4 is that there is positive change for the
values of acc@1 for both spectrum analyses. With a new set of best performing fault
locators, overall exact hit (acc@1) for sequenced spectrum analysis has now increased from
103 to 106, while for raw spectrum analysis it has increased from 63 to 64.

Next, we see that —with the exception of project Chart— sequenced spectrum analy-
sis outperforms raw spectrum analysis. Moreover, the p-values in Table 4.5 confirm that
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Table 4.5: Significance tests for sequenced spectrum analysis vs. raw spectrum analysis.

Project Comparison p-value (Average Precision) p-value (Wasted Effort)

Closure SS > RS 7.849e-10 < 2.2e-16

Math SS > RS 6.983e-05 9.915e-07

Lang SS > RS 2.87e-05 2.096e-05

Time SS > RS 0.01442 0.0009032

Chart
SS > RS — 0.2764

RS > SS 0.3638 —

sequenced spectrum analysis is statistically significantly better for these four projects, how-
ever the p-value for average precision in project Time is insignificant. A deeper analysis
of the project Chart reveals that sequenced spectrum analysis is better for mean wasted ef-
fort while raw spectrum analysis is better for mean average precision and acc@1. However,
as seen in Table 4.5 the better score for mean wasted effort with sequenced spectrum anal-
ysis is statistically significant while the better score for mean average precision with raw
spectrum analysis is statistically insignificant.

We again turn to violin plots to explore these differences in more detail. Figure 4.2
provides distributions of absolute ranks of first faulty method in the ranked lists for both
spectrum analyses for each project. We readily observe that shapes of the two distribu-
tions for the project Chart are nearly the same, suggesting that sequenced spectrum anal-
ysis slightly improves upon raw spectrum analysis. However, sequenced spectrum analysis
improves upon raw spectrum analysis for the remaining four projects— with significant
improvement for the project Lang. Yet, we observe that the distribution of absolute ranks
with sequenced spectrum analysis for project Time has some outliers.

On project by project basis, sequenced spectrum analysis performs better than
raw spectrum analysis for four projects. For the fifth project the results are, for
practical purposes, the same. Moreover, the best performing fault locator varies a
lot across the projects.

RQ4. Is sequenced spectrum analysis efficient compared to raw spectrum analysis?

All the measurements are performed on a Mac machine (2.5 GHz Intel Core
i7, 16 GB 1600 MHz DDR3) running MacOSX (10.11.6) using the bash internal
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Table 4.6: Summary of time taken by each spectrum analysis for all projects.

Spectrum
Analysis Project

Time

Tracing Sequence Generation Ranking Total

se
qu

en
ce

d
sp

ec
tr

um
an

al
ys

is

Closure 03:18:58 69:40:54 03:19:23 16:19:15

Math 01:09:09 01:20:35 00:01:51 02:31:35

Lang 00:08:30 00:20:37 00:00:48 00:29:55

Time 00:04:57 00:04:57 00:01:05 00:10:59

Chart 00:06:07 00:01:39 00:00:28 00:08:14

ra
w

sp
ec

tr
um

an
al

ys
is

Closure 01:09:22 — 00:02:39 01:12:01

Math 01:07:29 — 00:01:09 01:08:38

Lang 00:10:13 — 00:00:35 00:10:48

Time 00:03:24 — 00:00:19 00:03:43

Chart 00:04:04 — 00:00:16 00:04:20

Additional material that was excluded from the original paper due to space constraints.

variable $SECONDS (which indicates the number of seconds the script has been
running) for a single run of the heuristic. As we run the tests sequentially, such
time measurements are crude, thus should only be seen as an initial indicator for
the relative time during the different steps.

Apart from the time to collect the coverage and produce the ranked lists,
sequenced spectrum analysis incurs an overhead to mine sequences using the
MARBLES algorithm [88]. Thus, there is an additional time overhead of the
MARBLES during sequenced spectrum analysis. Table 4.6 provides the timing
information with both techniques. We observe that the techniques are practically
applicable for smaller projects, with sequenced spectrum analysis relatively slower
owing to extra overhead. However, for large project Closure, we see the sequenced
spectrum analysis running the risk of being impractical.

Additional material that was excluded from the original paper due to space constraints.
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4.6 RELATED WORK

The Tarantula tool provided the foundation for research on spectrumbased fault local-
isation [11]. Afterwards, several researchers made attempts to increase the effectiveness
of spectrum based fault localisation, including work on (a) finding the optimal fault lo-
cators, (b) changing the spectrum analysis, (c) using state-of-the-art information retrieval
techniques to learn to rank, and (d) test-suite reduction and diagnosability.

Fault locators. Abreu et al. introduced Ochiai, used in the molecular biology domain,
into spectrum based fault localisation and demonstrated better performance [15, 67].
Steimann et. al. defined and evaluated T* (a variant of Tarantula) and there as well
demonstrated better performance [60]. Lucia et al. applied 20 well-known association
measures from data mining on fault localisation and concluded that 10 out of 20 associ-
ation measures were comparable to Tarantula and Ochiai [16]. Naish et al. proposed a
couple of fault locators through a theoretical model and established that they performed
better than existing ones [17]. Later studies confirmed that one (Naish2) is among the best
performing fault locators [20, 85], which is corroborated in this comparison. Yoo evolved
an entirely different set of fault locators (GP01 . . .GP30) that performed better than exist-
ing ones [18]. Work by B. Le et al. finds that GP13 and GP19 perform better [20].

Hit-Spectra. Yilmaz et al. proposed time-spectrum as a variation for spectrum analy-
sis [19]. Instead of coverage of methods, time-spectrum uses traces of method execution
times collected from both passing and failing tests. The potential causes of faults are
identified as deviations of failing tests from behaviour models created from time spectra
collected in passing test runs. Dallmeier et al. extracted sequence of method calls by slid-
ing a window of fixed size over execution traces of classes to identify faulty classes [22].
Likewise, Laghari et al. pinpoint faulty classes but adopting itemset mining [30]. How-
ever, in our approach, we use sequence mining to mine the sequences from call traces of
methods to locate faulty methods and not classes.

Learning to rank. Xuan and Monperrus proposed MULTRIC, a learning-based ap-
proachwhich combinesmultiple rankingmetrics to learn and then rank [70]. Theydemon-
strated on seeded faults that MULTRIC improved upon existing fault locators. Similarly,
B. Le et al. [20] propose Savant, a learning to rank approach which exploited inferred
likely method invariants mined from passing and failing test cases. They find that Savant
is more effective than state of the art on real faults.

Specificationmining. Runtime traces have been used to learn API specifications such
as legal method call sequences. These specifications are used for purposes including
documentation, learning the APIs, and also for bug detection. OCD learns and enforces
temporal specifications over method call sequence [94]. The algorithm uses a predefined
template which specifies a sequence of only two method calls and operates over a finite
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window on the trace. The tool is reported to have detected anomalies as violations of
inferred sequences in Eclipse and Ant, though the anomalies did not result in program
crashes. Pradel andGross infer specification for Java standard library frommethod traces.
They use method calls as object collaborations to infer API specifications as finite state
machines which model the legal method call sequence [41]. JMiner traces Java programs
to generate parametric specifications. The specifications produced with JMiner are re-
ported to have detected a few bugs in open source Java programs [95]. Similarly, wemine
call sequences for methods from both passing and failing tests and statistically compare
these sequences to pinpoint faulty methods.

4.7 THREATS TO VALIDITY

As with all empirical research, we identify those factors that may jeopardise the va-
lidity of our results and the actions we took to reduce or alleviate the risk. Consistent
with the guidelines for case studies research (see [80, 81]), we organise them into four
categories.

Construct validity. In this research, we compare sequenced spectrum analysis against
raw spectrum analysis. To reduce the risk on construct validity, we evaluated with five dif-
ferentmetrics assessing different perspectives onwhat is deemed better. The use of an ab-
solute metric (wasted effort) and also acc@n alleviates concerns on relative measures [71].
While the evaluation of fault localisation on mean average precision has implication for
developers who search deep in the ranked list to find more relevant faulty methods and
for automated fault repair techniques.

Internal validity. When selecting the best fault locator which performs better in all
five evaluation metrics, we use simplified method of first ranking the fault locators on
individual metrics, then computing the mean of their ranks, and finally rank them on
their mean rank. This may not be the best solution but we ensured that it was better than
simple aggregation method of summation of metric scores.

External validity. We use several evaluation metrics together which implies a strin-
gent comparison. Evaluation on a single metric alone may result in a different interpre-
tations. A notable example in this chapter is comparison on project Chart (see Table 4.4).
If only evaluated onMean Wasted Effort, the sequenced spectrum analysis is better than raw
spectrum analysis. However, when comparing on several metrics together the result is
different. This observation signals that the evaluation metric used to evaluate the fault
localisation has an effect on its accuracy. Thus, it is also unwise to generalise the findings,
but instead metric-specific insights should be explored.

Reliability. All the tools involved in this case study (i.e. creating the traces, calculat-
ing the ranked lists etc.) have been implemented and tested for three years by the first
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author. Moreover, for sequenced spectrum analysis we used the MARBLES [88] algorithm
which has been already tested by the creators of MARBLES. However, lurking faults in
any of the tools may affect the precise rankings.

4.8 CONCLUSION

In this chapter, we presented sequenced spectrum analysis— a class of spectrum based
fault localisationwhichmodifies the hit-spectrum by incorporating series ofmethod calls
mined from the execution traces. To compare sequenced spectrum analysis against the
state of the art, we created a suite of fault localisation heuristics with 47 known fault
locators and evaluated them to establish a baseline with the best performing one. Then,
we compared sequenced spectrum analysis against raw spectrum analysis and conclude that
sequenced spectrum analysis is better than raw spectrum analysis, regardless of whether we
evaluate for the whole dataset or whether we evaluate on a project specific basis.

During this comparison, we also learned that the best performing fault locator varies
quite a lot depending on the project, the variant of spectrum analyses (raw spectrum anal-
ysis and sequenced spectrum analysis), and even the experimental setting (all defects, de-
fects per project basis). Finally, the evaluation metrics do also play a role: we observed
some caseswhere the best performing fault locator varieswith the evaluationmetric used
(Mean Average Precision, Mean Wasted Effort, acc@n).

These observations have few important consequences for future research in fault lo-
calisation. First, choosing the best fault locator is highly context specific, depending on
both the project and the experimental set-up, therefore these factors need to be consid-
ered before generalising the conclusions. Second, the evaluation metric used to assess
the performance of fault localisation does also matter when drawing the conclusions.
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Chapter 5
Spectrum Based Fault Localisation: What

about Component Tests ?

ABSTRACT

Agile testers distinguish between unit tests and component tests as a way to automate the bulk of
the developer tests. Research on spectrum based fault localisation largely ignores this distinction,
evaluating the effectiveness of these techniques irrespective of whether the fault is exposed by unit
tests—where the search space is constrained to the unit under test— or by component tests—where
the search space expands to all objects involved in the test. In this chapter, we evaluate sixteen
spectrum based fault localisation techniques and demonstrate that the performance depends a lot
on the presence of faults exposed by unit tests and component tests in the dataset. Therefore, we
urge researchers in fault localisation to distinguish between easy and difficult faults in future
evaluations.

5.1 INTRODUCTION

Software testing is the activity of executing a program with the intent of finding a
defect. A software test brings the implementation under test in a given state, then admin-
isters a sequence of stimuli and subsequently verifies whether the resulting state corre-
sponds with the expectations. Once a software test exposes a defect, a software engineer
still has to search for its root cause —the fault— and fix it accordingly. To minimise the
search space, testing handbooks distinguish between unit tests and component tests [78, 96].
A unit test isolates the implementation under test (typically a method or a class) from the
rest of the system so that the tester can be confident that the fault is locatedwithin the unit.
A component test, on the other hand, exercises the interactions between objects; when a
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component test exposes a defect, the fault should be in the code that manipulates the
interface. Unfortunately, one cannot entirely rule out the code in the constituting objects
(even with the presence of stubs and mock objects), thus the search space for locating the
fault comprises all the objects involved in the component test.

To help software engineers locate the root cause of a defect, the research community
has forwarded spectrum based fault localisation techniques [20, 21, 31, 85, 97]. These pro-
duce a ranked list of program elements, indicating the likelihood of a program element
being at fault. They do so by analysing the program traces generated by failing and pass-
ing tests.

Given that unit tests and component tests represent different strategies to pinpoint
the location of a fault, one would expect that the research on fault localisation also makes
this distinction. However, none of the currently published evaluations do so: all of them
rely on datasets such as the Siemens set [72]; the Software-Artifact Infrastructure Repos-
itory (SIR) [46], iBugs [74], and the most recent Defects4J [59]. None of these datasets
distinguish between unit tests and component tests, hence it is currently unknown how
fault localisation heuristics dealwith themore challenging faults involving a larger search
space.

To illustrate the differences, we showcase two examples from Defects4J. An easy
case for fault localisation is fault 3 in project Math. The unit test testLinearCombination-
WithSingleElementArray in test class MathArraysTest calls only a single method (the one
containing the fault) —linearCombination(double[ ], double[ ]) in class MathArrays. The
test fails because of an ArrayIndexOutOfBoundsException, which is immediately visible
in the stack trace and readily points to the location of the fault. In such cases, any fault
localisation technique —even the most naive one— should have an accuracy of 100%.
In contrast, one of the most difficult faults to locate is fault 74 in project Math. The
test case polynomial in class AdamsMoultonIntegratorTest exposes a fault in method in-
tegrate(FirstOrderDifferentialEquations, double, double[ ], double, double[ ]) within class
EmbeddedRungeKuttaIntegrator. The test fails because one assertion fails: the returned
value does not match the expected value because of some erroneous state manipulation
earlier in the implementation under test. The faulty method does not appear in the stack
trace, so one needs to search through all the 264 project methods indirectly called by the
test case. Such needle-in-a-haystack cases are real challenges for fault localisation tech-
niques because the search space of potential fault locations is so large.

In this chapter, we evaluate sixteen spectrum based fault localisation techniques to
see how they fare on faults exposed by unit tests and component tests. As such, we make
the following contributions.

1. We refine the Defects4J dataset [59]. We separate faults into two categories: the
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ones exposed by unit tests (where the search space is rather small) and the ones
exposed by component tests (where the search space is larger).

2. We assess the size of the search space for both unit tests and component tests, show-
ing that there is indeed a significant difference.

3. We construct a comprehensive suite of spectrum based fault localisation techniques
resulting in sixteen different techniques.

4. We evaluate the performance of these sixteen techniques and demonstrate that the
performance depends a lot on the presence of unit test and component test related
faults in the dataset.

In the remainder of this chapter, we list the known variants in spectrum based fault lo-
calisation used during the evaluation in Section 5.2, and then describe the set-up of the
evaluation in Section 5.3, which naturally leads to Section 5.4 reporting the results. After
a discussion on the threats to validity in Section 5.5 and the related work in Section 5.6,
we come to a conclusion in Section 5.7.

5.2 FAULT LOCALISATION TECHNIQUES

Spectrum based fault localisation is quite an effective class of techniques as reported
in several papers [8, 20, 21, 31, 67, 85, 98]. To understand how these techniqueswork, there
are four crucial elements to consider: (1) the test coverage matrix; (2) the granularity; (3)
the hit-spectrum; and (4) the fault locator. We explain each of them below.

Test Coverage Matrix. All spectrum based fault localisation techniques collect cov-
erage information of the elements under test in a test coverage matrix. This is a matrix,
where the rows correspond to elements under test and the columns represent the test
cases. Each cell in the matrix marks whether a given element under test is covered by the
test case (1) or not (0).

Granularity. The test coverage matrix conceals an important variation point in spec-
trum based fault localisation: the granularity of the analysis. Different levels of granu-
larity have been studied including statements [11, 64, 65, 85], blocks [16, 67, 68, 69], meth-
ods [10, 20, 21, 31, 60, 70, 98], and classes [22, 30]. Wewill focus onmethod-level granularity
in this chapter, for the following reasons. In object-oriented testing a method is the small-
est element under test [78]. Also, the stack traces for failing tests are reported at method
level. Finally, there is evidence that developers have a slight preference for method-level
granularity [87].

BasicHit-Spectrum. Next, the test coveragematrix is transformed into the hit-spectrum
(sometimes also called coverage spectrum) of a program. The hit-spectrum of an element
under test is a tuple of four values (ef , ep, nf , np). Where ef and ep are the numbers of
failing and passing test cases that execute the element under test and nf and np are the
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Table 5.1: Popular Fault Locators

Faul Locator Definition

Barinel [92] 1− ep
ep + ef

D*† [99]
ef
∗

ep + nf

GP13 [18] ef ×
(
1 + 1

2×ep + ef

)
GP19 [18] ef ×

√
|ep − ef + ef + nf − ep + np|

Ochiai [67]
ef√

(ef + nf )(ef + ep)

Op2 [17] ef − ep
ep + np + 1

Tarantula [11]

ef
ef + nf

ef
ef + nf

+
ep

ep + np

T* [60]

( ef
ef + nf

ef
ef + nf

+
ep

ep + np

)
×max

(
ef

ef + nf
,

ep
ep + np

)
† Inspired from [85], we also use * = 2, which is most thoroughly explored value.

numbers of failing and passing test cases that do not execute the element under test [64].
The standard spectrum based fault localisation implementation, GZoltar, produces basic
hit-spectrum which is used until recent studies [85].

Extended Hit-Spectrum. Recently new techniques have modified the hit-spectrum
via frequent itemset mining [31], inferred invariants [20], code and change metrics [21], and
page rank [98]. For instance, Laghari et al. proposed to extend the hit-spectrum, leverag-
ing patterns of method calls by means of frequent itemset mining [31]. Instead of creating
a single test coverage matrix per program, they create a test coverage matrix for each
executed method. With the extended hit-spectrum, a row in the test coverage matrix cor-
responds to a call pattern of the method; the hit-spectrum (ef , ep, nf , np) of a call pattern
indicates whether or not it is involved in a test case.

Fault Locators. Finally, a spectrum based fault localisation technique assigns a suspi-
ciousness to each element under test bymeans of a fault locator. The fault locator essentially
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Table 5.2: Descriptive Statistics — Defects4J

Project DefectsUT
† DefectsCT

‡ DefectsTotal

Closure 01 (00.8%) 131 (99.2%) 132

Math 26 (20.2%) 77 (74.8%) 103

Lang 40 (66.7%) 20 (33.3%) 60

Time 01 (03.8%) 25 (96.2%) 26

Chart 05 (20.0%) 20 (80.0%) 25

TOTAL 73 (21.1%) 273 (78.9%) 346

† Defects exposed by unit tests. ‡ Defects exposed by component tests.

translates the hit-spectrum into a suspiciousness score. This suspiciousness indicates the
likelihood of the element to be at fault. Table 5.1 lists the most popular and best perform-
ing fault locators reported in recent studies [20, 31, 60, 85].

For the remainder of this chapter, we construct a suite of spectrum based fault
localisation techniques by combining each of the eight best performing fault lo-
cators with the basic hit-spectrum and extended hit-spectrum. For the extended
hit-spectra, we choose hit-spectrum extended via frequent itemset mining for its
simplicity in easy implementation. This results in sixteen different techniques
classified into two families. The family of basic hit-spectrum (called Basic) will
be marked with an index B (as in OchiaiB), the family of extended hit-spectrum
(called Extended) with an index E (as in OchiaiE)

5.3 CASE STUDY SETUP

Given the sixteen different techniques to evaluate, we now establish the criteria used
for the assessment. We explain the details about the dataset used for the evaluation (De-
fects4J); the refinements we made to that data set to distinguish unit tests from compo-
nent tests; and the evaluation metrics used during the evaluation. We finish with the
research questions and the protocol driving the case study.
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5.3.1 Refining Defects4J

In our experiments, we use real faults from 5 open source java projects: Apache Com-
mons Math, Apache Commons Lang, Joda-Time, JFreeChart, and the Google Closure
Compiler from the established dataset—Defects4J (version 1.1.0) where the fault is in-
side a method [59]. Currently, we could not use faults from the Mockito project due to
the limitation of our tracer.

The Defects4J dataset does not make any classification of the nature on the tests,
hence one cannot deduce whether a given fault is exposed by unit tests or component
tests. Therefore, we separate all of the failing tests for a given faulty version in Defects4J
into either a unit test or component test. We adopt the definitions by Crispin and Gre-
gory [96]. A unit test isolates the implementation under test (typically a method or a
class), whereas a component test exercises the interactions between objects (classes).

Since we have the call traces anyway, we adopt a dynamic analysis heuristic, inspired
by the one of Weijers [100]. In this heuristic, we run all the failing test cases and for each
test case collect all the project classes called during the test execution, thus excluding
all library and framework classes. We use AspectJ to intercept the execution of project
methods.

For example, to trace the execution of methods in project Chart the pointcut becomes
* org.jfree..*.*(..). The pointcut essentially specifies to intercept the execution of any
method in any class in package org.jfree or its subpackages—org.jfree is the top level pack-
age for project Chart. Then, we add the class of the intercepted project method in the set
of called classes. Since a unit test can also use a “mock” class to mock or simulate the real
class, we exclude classes where the name contains variations of the word “mock”.

Next, we enumerate all classes in the set of called classes to determine the class under
test. We use the metric name similarity for textual similarity [101] in the following steps.

• Package P: we calculate the similarity between the package name of the test class and
the called class (Rationale: the project classes and their corresponding test classes
share the same package hierarchy in projects in Defects4J).
• Class C: we calculate the similarity between the class name of test class and the
called class (Rationale: test classes normally have the same name as the class under
test, such as TimeSeriesTests and TimeSeries)
• Method M: we calculate the textual similarity between the test method name and
each of the methods of the called class and choose the method with the highest
textual similarity (Rationale: test methods normally are named by prepending the
word “test” to themethodnamebeing tested, such asTimeSeriesTests.testCreateCopy3
tests method createCopy in class TimeSeries).
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• Finally, the class with highest similarity score, sum(P, C, M), is determined as be-
ing the class under test. As mentioned in the threats to validity, we did a manual
inspection of the results afterwards.

Next, we remove the class under test from the list of called classes and if the resulting
list is empty the test is classified as a unit test otherwise it is a component test. To avoid
misclassifying a unit test as a component test, we take two extra measures: (i) we remove
super classes of the class under test because polymorphism is an acceptedway to promote
reuse between test classes. (ii) we remove the utility classes from the list of called classes.
We identify the class as a utility class, if its name contains the word “Util”. For example,
consider the unit test case testCreateNumber in class NumberUtilsTest in project Lang (Bug
ID 7b). The test case tests method createNumber(String) in class NumberUtils. The method
createNumber(String), which turns the String into Number, first checks if the String is not
empty or does not contain whitespace by calling isBlank(CharSequence) in utility class
StringUtils. Without this extra step, the test would be misclassified as component test,
since it calls class StringUtils besides the class under test NumberUtils.

Finally, we establish which kind of test exposes the fault. When all the failing tests
are component tests, the defect is classified as exposed by component tests. When all the
failing tests are unit tests, the defect is classified as exposed by unit tests. There are also
a few cases where a defect is exposed by both a unit test and a component test. More
precisely, for fault 15 in project Lang, one failing test is classified as a unit test while the
other as a component test. Likewise, for fault 18 in project Chart, two failing tests are
classified as unit tests while the other two as component tests. Since the fault in these
two cases also involves component tests, which increase the search space, we classify
the fault as exposed by component tests. This distinction resulted in a dataset totalling
73 faults exposed by unit tests and 273 faults exposed by component tests, however the
distribution varies a lot over the projects. The Lang project has more unit tests, while
the Closure project has mostly component tests. The particular details are presented
in Table 5.1.

Further details about the algorithm are illustrated in Appendix A.

5.3.2 Evaluation Metrics

Fault localisation heuristics produce a ranked list of elements under test; in the ideal
case the faulty unit appears on top of the list. Several ways to evaluate such rankings have
been used in the past, including relative measures in relation to project size, such as the
percentage of units that need or need not be inspected to pinpoint the fault [60]. However,
absolute measures are currently deemed better for assessment purposes [60, 71]. The
most commonly adopted metrics are wasted effort, acc@n, and mean average precision [8, 20,
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60, 70]. Consequently, we will use these metrics for our evaluation.

To deal with faults spread over multiple locations, we evaluate from the perspective
of a best-case debugging scenario as argued by Pearson et al. [85]. In such a scenario iden-
tifying one of the possible locations is good to understand and consequently repair the
fault. Indeed, once the first faulty element is located it will help developers to find the
remaining ones [8].

Mean Wasted Effort (MWE) — Smaller is better. The mean wasted effort is the mean of the
wasted effort in all ranked lists. Thewasted effort is an absolutemeasurewhich indicates the
number of non-faulty methods to inspect in vain before reaching the first faulty method.
It is computed as follows:

wasted effort = m+
n

2
(5.1)

Where m is the number of non-faulty methods ranked strictly higher than the faulty
method; and n is the number of non-faulty methods with equal rank in the ranked list to
the faulty method. This deals with ties in the ranked list.

acc@n — Higher is better. This is the count of all the faults successfully localised in top-n
positions in the ranked list. Inspired by B. Le et al., we also choose n ∈ {1, 3, 5}, thus
effectively creating three variants of the acc@n namely acc@1, acc@3, and acc@5 [20]. It is
not uncommon for two methods in a ranked list sharing the same suspiciousness scores.
Hence, while computing the acc@n precisely, we break the ties randomly.

Mean Average Precision (MAP) — Higher is better. The mean average precision has tradition-
ally been used in information retrieval to evaluate the ranked lists and is also adopted
for studying fault localisation. It takes all faulty elements into account and emphasises
recall over precision. Thus, it is suitable in scenarios where developers search deep in
the ranked list to find more relevant faulty elements [8]. The mean average precision is the
mean of average precision in all ranked lists. The average precision in a single ranked list is
calculated as following:

average precision =

M∑
i=1

P (i)× pos(i)
number of faulty methods

(5.2)

Where: i indicates the position of a method in the ranked list;M is size of the ranked
list (number ofmethods ranked); pos(i) is a boolean indicatingwhether or not themethod
at ith position in the ranked list is faulty; P(i) is the precision at ith position in the ranked
list, computed as:
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P (i) =
# faulty methods in top i

i
(5.3)

Our use of several metrics together evaluates fault localisation in several contexts.
Wasted effort does not normalise the rank of faulty methods with respect to total num-
ber of methods in the program. Thus, it is inline with recommendations of Parnin and
Orso in that for the fault localisation to be useful for developers the aim should be to
improve absolute rank rather than percentage rank [71] . In their study, they found that
developers switched to other means of debugging when they did not find faulty state-
ments within the first few top positions in the ranked list. The same concerns are also
addressed by acc@n. However, when developers want to search deep in the ranked list
to find more relevant faulty methods, mean average precision is a more suitable metric [8].
Improving mean average precisionmay also imply the fault localisation to be useful for au-
tomated fault repair techniques [76]. These repair a fault by modifying potentially faulty
program elements, starting from the top of ranked list, in a brute-force manner until a
valid patch is generated.

5.3.3 Research Questions

The actual case study is driven by the following research questions.

RQ1. Is the search space for component tests significantly larger than the one for unit tests?
Motivation. Here we explore the underlying assumption of our evaluation: whether

component tests indeed represent the challenging case for spectrum based fault
localisation.

RQ2. What is the best performing spectrum based fault localisation technique for the different
projects?

Motivation. This sets the baseline for the evaluation: identifying which of the sixteen
techniques performs the best for the different projects in the dataset, irrespective of
the composition of the test suite.

RQ3. How well do spectrum based fault localisation techniques perform when the faults are
exposed by unit tests?

Motivation. For those faults exposed by unit tests (where we expect the search space to
be rather small), we verify whether it is indeed true that these are the easy cases for
fault localisation techniques.

RQ4. How well do spectrum based fault localisation techniques perform when the faults are
exposed by component tests?

Motivation. Here we verify the performance for the challenging case: faults exposed
by component tests. There we expect the search space to be large, i.e., all project
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methods indirectly called by the test case.

RQ5. How long does it take to produce the ranked lists?
Motivation. This question addresses the inherent trade-off when choosing a spectrum

based fault localisation: not only should they produce good rankings, but they
should also do so within a reasonable time frame.

5.3.4 Evaluation Protocol

To evaluate the sixteen techniques under analysis, we first check out a faulty version
for each project. Then, we run each spectrum based fault localisation for all triggering
test classes, i.e. all test classes which trigger at least one of the project classes modified
to fix the fault as recorded in the Defects4J dataset. As such, we obtain sixteen different
ranked lists for each of the 346 faults in the dataset organised by project (see Table 5.1).
We first evaluate the eight techniques within each spectrum analysis (Extended and Basic)
before going into a more detailed analysis. We use five different metrics for this evalua-
tion: Mean Average Precision (MAP), MeanWasted Effort (MWE) and acc@1, acc@3, and
acc@5.

Best Performing Fault Localisation Technique. We select the best performing tech-
nique from both spectrum analyses for each individual project, rather than aggregating
the results over all the faults in the dataset. Selecting the best fault localisation technique
on a project by project basis allows to observe how the techniques perform within one
spectrum analysis and between the spectrum analyses. To achieve this, we first rank all
sixteen techniques on each of the five evaluation metrics and then compute the mean of
the ranks. Thus, the technique with the lowest mean rank performing best in all evalua-
tion metrics for a given project is selected as the best performing one.

Tournament Ranking. Once the best fault localisation technique for a given project is
known, we can compare the top techniques between the two spectrum analyses. Here we
adopt the tournament ranking method with the five evaluation metrics [85]. That is, we
set up a tournament structure for each evaluation metric for a given project, and award
one point to the winner (either the technique from Extended or Basic spectrum analysis).
The one with the highest tournament score performs better than its counterpart and is the
overall best performing technique for a given project.

Significance Tests and Effect Size. We perform statistical tests of significance on the
evaluation metrics wasted effort (WE) and average precision (AP). Since we have a matched
pair design andwe comparewhether one variant is better than its counterpart, we choose
the Wilcoxon signed rank test and run as paired one-tailed test. We favour the non-
parametric Wilcoxon signed rank test over parametric t-test owing to small sample sizes
and non-normal distribution of scores (and also their differences) for both wasted effort as
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well as average precision. As per the common practice in software engineering research,
we set the significance level α of 0.05 (there is 5% risk of concluding that the two distri-
butions are different when in fact they are not). We measure the effect size with Cliff’s
delta [102] due to small sample sizes and non-normal distribution of scores (and also
their differences) for both wasted effort as well as average precision.

However, for assessing the search space between unit tests and component testswhere
we do not have the matched pairs, we use the unpaired t-test and Cohen’s d for tests of
significance and effect size respectively.

Visualisation. All of these evaluations result in hundreds of results (5 projects × 2
spectrum analyses × 8 fault localisation techniques × 5 evaluation metrics × 2 compar-
isons). To explore all of these, we use kernel density plots as recommended by Kitchen-
ham et al. [103]. These plots provide a detailed overview of the distributions, indicating
the modality and densities. To compare the size of the search space for faults exposed by
unit tests versus those exposed by component tests, we use violin plots [104].

ExecutionTime. While running theBasic spectrumanalysis, the spectrumbased fault
localisation spends time to collect themethod coverage during the execution of tests (trac-
ing time) and to produce the ranked lists (ranking time). However, the Extended spectrum
analysis induces an extra step: calculating the call pattern per method via the closed item-
set mining algorithm “CHARM" [23]. This extra step (pattern mining) should be treated
separately. Thus, while producing ranked lists we measure the tracing time and ranking
time. When running Extended spectrum analysis, we also measure the pattern mining
time. All the measurements are performed on a Mac machine (2.5 GHz Intel Core i7, 16
GB 1600 MHz DDR3) running MacOSX (10.11.6) using the bash internal variable $SEC-
ONDS (which indicates the number of seconds the script has been running) for a single
run of the heuristic. As we run the tests sequentially, such time measurements are crude,
thus should only be seen as an initial indicator for the relative time during the different
steps.

Replication Package. The refinements we made to the Defects4J dataset and all the
scripts as well as all the results of the evaluation are available at https://github.com/
glaghari/sbfl_unit_component_tests.

5.4 RESULTS AND DISCUSSION

In this section, we address the four research questions introduced in Section 5.3.3.

RQ1. Is the search space for component tests significantly larger than the one for unit tests?

While separating failing tests into unit tests and component tests in Section 5.3.1, we
make an assessment of the maximum size of search space. When the test case executes,
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Table 5.3: Descriptive Statistics: Called Methods by Test Types

Test Type Number of Tests µ σ

Unit tests 107 5.60 6.28

Component tests 656 1009.23 1192.53
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Figure 5.1: Assessment of the size of the search space for unit tests and component tests.

we count all project methods executed during the test case. Figure 5.1 shows the two
distributions as violin plots. The Y-axis in the plot shows, on log scale, the total number
of project methods executed in the failing test and the X-axis distinguishes between unit
tests (blue) and component tests (red).

The red violin is higher and denser than its blue counterpart, indicating many more
executed methods in component tests. As reported in Table 5.3, the mean (µ) as well as
standard deviation (σ) of number of called project methods by component tests is consid-
erably larger than the mean and standard deviation in category of unit tests. The t-test
produces p-value 3.618647e-115 andCohen’s d 1.2, again confirming that the search space
is significantly larger in failing tests categorised as component tests.

The size of the search space is significantly larger for component tests than for
unit tests, confirming that the former is the challenging case for fault localisation
techniques.
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Table 5.4: Overall Scores of All Fault Localisation Techniques in Both Families for All
Projects. The Values with Bold-face Indicate the Best Performing Technique.

Pr
oj

ec
t

Fa
m

ily Metric
Fault Localisation Technique

Barinel D* GP13 GP19 Op2 Ochiai Tarantula T*

C
lo

su
re

E

acc@1 14 15 17 17 17 16 14 17
acc@3 32 29 27 27 27 31 32 28
acc@5 38 42 36 39 36 40 38 40
MAP 0.1923160 0.1895809 0.1862639 0.1936689 0.1864209 0.1924787 0.1923025 0.1946540
MWE 67.08 66.49 93.10 71.16 94.21 66.80 67.07 74.83
Rank 4 2 5 3 5 1 4 2

B

acc@1 5 5 7 6 7 5 5 6
acc@3 12 11 15 13 15 11 12 14
acc@5 16 16 20 19 20 16 16 20
MAP 0.0850438 0.0889960 0.1085065 0.1019495 0.1084298 0.0874437 0.0850319 0.1034512
MWE 246.72 225.09 222.89 293.14 222.89 225.95 246.52 221.78
Rank 7 5 1 4 2 6 7 3

M
at

h

E

acc@1 26 27 26 28 26 29 26 26
acc@3 43 48 45 44 45 47 43 44
acc@5 58 62 61 58 60 63 58 58
MAP 0.3829402 0.4036051 0.3930052 0.3847035 0.3907057 0.4054287 0.3829402 0.3874786
MWE 11.22 10.45 10.87 12.22 11.29 10.58 11.22 10.90
Rank 7 2 3 6 4 1 7 5

B

acc@1 22 22 21 21 21 21 22 21
acc@3 43 45 43 44 43 44 43 44
acc@5 49 52 51 50 51 51 49 50
MAP 0.3293436 0.3403478 0.3298599 0.3246188 0.3295441 0.3301305 0.3293421 0.3290663
MWE 18.42 17.05 17.49 22.21 17.53 17.29 18.42 17.50
Rank 6 1 3 8 4 2 7 5

La
ng

E

acc@1 32 37 37 37 37 37 32 37
acc@3 46 50 51 51 51 49 46 51
acc@5 50 51 53 53 53 52 50 53
MAP 0.6524597 0.6855937 0.7061172 0.7017472 0.7075625 0.6832442 0.6524597 0.7005220
MWE 3.60 2.92 2.83 2.78 3.72 2.93 3.60 2.82
Rank 7 5 2 1 4 6 7 3

B

acc@1 18 21 21 21 21 20 18 21
acc@3 41 43 43 42 43 41 41 42
acc@5 46 48 49 48 49 47 46 48
MAP 0.4913956 0.5183098 0.5238196 0.5206148 0.5225065 0.5065799 0.4913956 0.5197306
MWE 5.48 3.92 3.78 4.43 3.78 4.67 5.48 3.92
Rank 5 3 1 3 2 4 5 3

Ti
m

e

E

acc@1 5 9 7 8 7 9 5 8
acc@3 7 10 9 9 9 10 7 10
acc@5 11 14 13 14 13 14 11 14
MAP 0.2629197 0.3367677 0.2901594 0.3063889 0.2901225 0.3377602 0.2629325 0.3100607
MWE 39.12 31.62 34.54 31.35 42.00 30.58 39.12 31.08
Rank 7 2 4 3 5 1 6 2

B

acc@1 5 5 5 5 5 5 5 5
acc@3 7 7 8 8 8 7 7 8
acc@5 8 9 9 9 9 9 8 9
MAP 0.2027214 0.2005875 0.2201962 0.2164297 0.2200860 0.1996957 0.2013044 0.2166605
MWE 61.08 44.31 39.38 40.65 39.38 44.23 61.08 40.38
Rank 5 5 1 4 2 5 6 3

C
ha

rt

E

acc@1 8 7 7 7 7 7 8 7
acc@3 13 11 11 11 11 13 13 11
acc@5 16 13 12 14 12 14 16 12
MAP 0.4190464 0.4048134 0.3765929 0.3902784 0.3723341 0.4191233 0.4190464 0.3856748
MWE 11.48 25.80 29.56 30.76 30.48 23.68 11.48 28.28
Rank 1 3 5 4 6 2 1 4

B

acc@1 10 10 9 9 9 10 10 9
acc@3 15 12 11 11 11 13 15 11
acc@5 16 14 13 13 13 15 16 12
MAP 0.4985512 0.4740551 0.4298947 0.4278515 0.4298947 0.4831298 0.4986104 0.4243003
MWE 27.16 37.04 39.84 40.52 39.84 35.08 27.16 39.24
Rank 2 4 5 6 5 3 1 6
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RQ2. What is the best performing spectrum based fault localisation technique for the different
projects?

As mentioned in the protocol, we rank the eight fault localisation techniques from
both spectrum analyses for each project to determine the best performing fault locali-
sation technique. We first do this for the complete test suite, ignoring the distinction
between unit tests and component tests. Table 5.4 provides all the scores per project per
spectrum analysis for the five evaluation metrics. With those we can determine the best
performing technique: the rank is shown below the dashed line and the bold-faced col-
umn indicates the best performing one. Consider the Closure project as an example. For
the Extended spectrum analysis, OchiaiE performs the best; yetD*E is a close second since
it has better scores for acc@5 andMWE. Similarly, for the Basic spectrum analysis the best
performing technique isGP13B; it has the best scores for all metrics. Furthermore, we no-
tice in Table 5.5 that the OchiaiE and GP13B are dominant techniques in their respective
spectrum analyses.

Furthermore, we also notice in Table 5.5 (row “Overall”, column “acc@1”) that with
these top performing techniques, the techniques in the Extended spectrum analysis can
successfully localise 99/346 (≈ 29%) defects. While those in the Basic spectrum analysis
can successfully localise 65/346 (≈ 19%) defects.

Once the best performing technique is known for each spectrum analysis, we proceed
by comparing the top techniques from both spectrum analyses against one another via
tournament ranking and assess the statistical significance of the results. Table 5.5 pro-
vides the summary of comparisons for all projects. Consider again the Closure project,
the tournament score for OchiaiE (E>B) is 5 meaning that it has better scores for all five
evaluation metrics. In contrast, the tournament score for GP13B (B>E) is 0meaning that
none of five evaluation metrics scored better. We, therefore, can say that at least for the
Closure project, OchiaiE is better than GP13B. Moreover, the significance tests confirm
that OchiaiE is also significantly better than GP13B; the p-values shown in last columns
of Table 5.5 are bold and the effect sizes (δ) are also medium.

The kernel density plots in Figure 5.2 help explore these comparisons in more detail.
They show the distributions of absolute ranks of faulty method in the ranked lists for all
techniques from both spectrum analyses. The absolute rank (X-axis) is the first position
of any faulty method in the final ranked list. In the ideal ranking, the faulty method
appears at the first position in the ranked list (rank 1). The Y-axis then shows the density
of the corresponding ranks of faulty methods for all defects in a project. Higher densities
for lower ranks are preferable for the rankings to be better; ideal is a density of 100%
and peak for rank 1. Thus to interpret these plots, right-skewed curves are better than
left-skewed ones.
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For most projects, Figure 5.2 shows that the high densities and peaks for techniques
from Extended spectrum analysis are more right-skewed than the corresponding ones
from Basic spectrum analysis. However, the shape of the curves varies a lot over the
projects, indicating that the choice of the best performing fault localisation technique is
highly context dependent.

When running against the complete test suite, the best performing fault locali-
sation techniques vary for the projects and within the spectrum analyses and so
does their performance. Overall, the techniques in Extended spectrum analysis
perform better than those from Basic spectrum analysis. The differences are sig-
nificant yet the effect sizes are small.

RQ3. How well do spectrum based fault localisation techniques perform when the faults are ex-
posed by unit tests?

Here, we evaluate the performance of fault localisation techniques on the faults ex-
posed by unit tests, i.e. the easy cases. Due to space constraints we do not include all
of the measurements used to determine the best performing fault localisation techniques
(the details can be found in the replication package) and instead go immediately to the
summary in Table 5.6. We point out, however, that here as well the best performing tech-
niques varied over the projects and in some occasions even changed compared to the one
used for all of the faults.

Given that the search space is smaller, the fault localisation techniques are expected
to perform better and this is confirmed by the results. For both of the spectrum analyses,
there are very high scores for mean average precision (a very strict measure and its scores
are typically low [20]), acc@1, acc@3, and acc@5, and lower scores for mean wasted effort.
Here, the fault localisation techniques from both spectrum analyses perform far better
than previously (RQ2). Overall, the techniques from Extended spectrum analysis now
successfully localise 45/73 (≈ 62%) faults, with mean average precision 0.70 and mean
wasted effort ≈ 4. Similarly, those in Basic spectrum analysis, now successfully localise
35/73 (≈ 48%) faults, with mean average precision 0.64 and mean wasted effort ≈ 2.

Moreover,GP13E,GP19E, andT*E from Extended spectrum analysis significantly per-
form better than GP19B for project Lang by successfully localising 30/40 faults. For the
single defect in the Closure project, GP19E successfully localises the fault, whereas none
of the technique from Basic spectrum analysis do successfully localise the fault. In con-
trast, it is the opposite for the fault in the Time project. For the five faults in the Chart
project, GP19E only localises 1 fault. However, the four techniques from Basic spectrum
analysis successfully localise 4 faults. Note that in the Closure, Time, and Chart projects
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the samples are really small. Overall, the Basic spectrum analysis performs a little better
than the Extended spectrum analysis, however the difference is insignificant with small
effect size.

For both families, all techniques perform far better for faults exposed by unit tests
only, thus confirming that such faults are the easy case for fault localisation.

RQ4. How well do spectrum based fault localisation techniques perform when the faults are ex-
posed by component tests?

Here as well, we omit the details for the selection of the best performing techniques
and immediately move towards the summary in Table 5.7. For the faults exposed by
component tests, the performance of the techniques from both spectrum analyses has
decreased compared to the results in RQ2. The very same top performing techniques
from Extended spectrum analysis, now can successfully localise 53/273 (≈ 19%) faults.
Also the mean average precision 0.29 is lower and the mean wasted effort ≈ 39 is higher.
Likewise, for theBasic spectrum analysis, we can nowonly successfully localise 30/273 (≈
11%) faults. Here as well, the mean average precision 0.19 is lower and the mean wasted
effort ≈ 121 is higher. Additionally, we observe that for project Lang GP13E and GP19E

significantly perform better than Op2B with effect size medium. Overall, the Extended
spectrum analysis performs significantly better than the Basic spectrum analysis. Yet,
the small effect size suggests that the practical differences between the two spectrum
analyses are small.

Figure 5.3 juxtaposes the kernel density plots for unit tests and component tests which
allows us to visually explore these differences in a bit more detail. Notably, the curves
are more right-skewed with higher peaks for faults exposed by unit tests.

These observations indicate that when the techniques are evaluated on the whole
dataset without distinction of the kind of tests involved, the better performance of fault
localisation techniques largely follows from the easy-to-localise defects exposed by unit
tests.

To asses the performance variation between the faults exposed by unit tests and com-
ponent tests, we can compare the two proportions on acc@1 metric given by Extended
spectrum analysis as it has significantly better results on faults exposed component tests.
Overall, the Extended spectrum analysis successfully treats 45/73 (≈ 62%) faults exposed
by unit tests and 53/273 (≈ 19%) faults exposed by component tests. At the 95% confi-
dence level, the performance difference is 4% with confidence interval (30%–54%) and
the 12% of margin of error.
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Table 5.8: Summary of Analysis Times.

Family Project
Time

Tracing Sequence Generation Ranking Total

E

Closure 03:35:23 03:18:19 01:27:08 08:20:50

Math 01:59:35 00:02:53 00:01:34 02:04:02

Lang 00:20:54 00:00:51 00:00:38 00:22:23

Time 00:12:05 00:00:57 00:00:44 00:13:46

Chart 00:12:40 00:00:29 00:00:25 00:13:34

B

Closure 01:27:26 N/A 00:02:16 01:29:42

Math 01:17:40 N/A 00:01:10 01:18:50

Lang 00:15:13 N/A 00:00:38 00:15:51

Time 00:09:37 N/A 00:00:18 00:09:55

Chart 00:09:44 N/A 00:00:16 00:10:00

When evaluating against faults exposed by component tests, the performance of
spectrum based fault localisation decreases from 30% to 54%. This confirms that
component tests are the difficult case, and that the performance of a spectrum
based fault localisation technique depends a lot on the presence of faults exposed
by unit tests and component tests in the dataset.

RQ5. How long does it take to produce the ranked lists?

Table 5.8 provides an overview of the times for each of the phases in spectrum based
fault localisation. We see that the execution times are mostly comparable although the
Extended spectrum analysis is indeed slower. However, the Closure project is a notable
outlier: ≈ 8 1

3 hours versus 1 1
2 hours. This can be explained by the observation that there

are lots of tests in Closure project which call substantially more methods and thus take
longer to analyse. However, as the defects in Closure are exposed by component tests
(where the Extended spectrum analysis performs better) this long analysis time results in
a better accuracy. Yet, the extra overhead for defects exposed by unit tests is not worth-
while.
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Figure 5.3: Distributions of absolute ranks of faulty methods for both spectrum analyses
distinguishing between unit test and component test related faults.

The Extended spectrum analysis takes more time to produce the result, however
the difference is negligible for smaller test suites. Contrary, the analysis time
quickly grows for large tests and projects where Extended spectrum analysis com-
paratively takes more time than Basic implicating the risk of Extended spectrum
analysis to become impractical.

5.5 THREATS TO VALIDITY

As with all empirical research, we identify those factors that may jeopardise the va-
lidity of our results and the actions we took to reduce or alleviate the risk. Consistent
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with the guidelines for case studies research (see [80, 81]), we organise them into four
categories.

Construct validity

Evaluation metrics. In this research, we evaluate sixteen different spectrum based fault
localisation techniques. To reduce the risk on construct validity, we evaluated with five
different metrics assessing different perspectives on what is deemed better. The use of
an absolute metric (wasted effort) and also acc@n alleviates concerns on relative mea-
sures [71]. While the evaluation of fault localisation on mean average precision has im-
plication for developers who search deep in the ranked list to find more relevant faulty
methods and for automated fault repair techniques.

Separating tests into unit and component tests. Our heuristic to distinguishing between
unit tests and component tests maymisclassify certain tests compared to the intent of the
original developers. We did a manual inspection of the results, hence the likelihood of
misclassification is small. The results are available in the replication dataset and can be
scrutinised by fellow researchers.

Internal validity

Method Level Granularity. We opted for method-level granularity for this comparison,
mainly because there is evidence that this is the preferred by developers [87]. Neverthe-
less, the distinction between unit tests and component tests might not have such a big
impact on coarse-grained granularity levels, in particular class level. Further analysis is
needed to verify this.

Selection of Relevant Tests. In the case-study protocol, we run the spectrum based fault
localisation for those test classes which trigger at least one of the source classes modi-
fied to fix the fault as recorded in the Defects4J dataset. However, in some cases the
number of tests is relatively large. While we need to reduce test-suite size for increased
efficiency (reduction in run-time) without compromising effectiveness (accuracy) of fault
localisation, there is also an empirical evidence that the amount of tests used in the fault
localisation has an effect (both positive and negative) on fault localisation effectiveness—
there is a trade-off between test-suite reduction and fault localisation effectiveness [105].
How to strike the right-balance is an open issue in the spectrum based fault localisation
community.

External validity

Several evaluation metrics together. We use several evaluation metrics together which
implies a stringent comparison. Evaluation on a single metric alone may result in a dif-
ferent interpretations. A notable example in this chapter is comparison on project Chart
(see Figure 5.2). If only evaluated on Mean Wasted Effort, the extended hit spectrum per-
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forms better than the basic one. However, when comparing on several metrics together
the result is different. This observation signals that the evaluation metric used to evalu-
ate the fault localisation has an effect on its accuracy. Thus, it is unwise to generalise the
findings, but instead one should value metric-specific insights.

Data-intensive andMixed-language projects. In our study, we experimentedwith 346 real
faults from Defects4J dataset; the most recent defect dataset currently available. Obvi-
ously, it remains to be seen whether similar results would hold for other defects in other
systems. In particular, we don’t know how well such fault localisation heuristics will
work in data-intensive projects (where faults can sit in the data driving the application)
or projects with complex technology stacks (e.g. mixing several programming languages
and libraries).

Reliability and Verifiability

The external tool we rely upon is the open source library SPMF1, for frequent itemset
mining [106]. All of our scripts, results, etc. are available online in replication package
(See Section 5.3.4) for reproducibility and verifiability (other researchers can confirm or
refute the findings on other projects easily).

5.6 RELATED WORK

The Tarantula tool provided the foundation for research on spectrum based fault lo-
calisation [11]. Afterwards, several researchers made attempts to increase the effective-
ness of spectrum based fault localisation, evaluating them differently including work on
(a) finding the optimal fault locators, (b) changing the hit-spectrum, and (c) using machine
learning to learn to rank. These state-of-the-art techniques spawned a new area of research
called (d) fault repair, where the distinction between unit tests and component tests may
also be relevant. Finally, the de facto standard dataset for this line of work is Defects4J,
and we also discuss another extension thereof.

(a) Fault locators. Abreu et al. introduced Ochiai, used in the molecular biology do-
main, into spectrum based fault localisation and demonstrated better performance [67].
Steimann et al. defined and evaluated T* (which multiplies the suspiciousness given by
Tarantula with confidence) and there as well demonstrated better performance [60]. Lu-
cia et al. applied 20 well-known association measures from data mining on fault localisa-
tion and concluded that 10 out of 20 association measures were comparable to Tarantula
and Ochiai [16]. Naish et al. proposed a couple of fault locators through a theoretical
model and established that they performed better than existing ones [17]. Later studies
confirmed that one (Op2) is among the best performing fault locators [20, 31, 85], which

1http://www.philippe-fournier-viger.com/spmf/
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is corroborated in this study. Yoo evolved an entirely different set of fault locators (GP01–
GP30) that performed better than existing ones [18]. Later, B. Le et al. found that GP13
and GP19 perform better [20].

(b) Hit-Spectra. Yilmaz et al. proposed time-spectrum as a spectrum based fault local-
isation variant exploiting a different hit spectrum [19]. Instead of coverage of methods,
time-spectrum uses traces of method execution times collected from both passing and
failing tests. The potential causes of faults are identified as deviations of failing tests
from behaviour models created from time spectra collected in passing test runs. Laghari
et al. proposed to extend the hit-spectrum, leveraging patterns of method calls by means
of frequent itemset mining—and demonstrated the technique was more effective on De-
fects4J [31]. It is this latter variant that is used in this study.

(c) Learning to rank. Xuan and Monperrus proposed MULTRIC, a learning-based ap-
proachwhich combinesmultiple rankingmetrics to learn and then rank [70]. Theydemon-
strated on seeded faults that MULTRIC improved upon existing fault locators. Similarly,
B. Le et al. proposed Savant—a learning to rank approach which exploited inferred likely
method invariants mined from passing and failing test cases—and established that it was
more effective onDefects4J [20]. Likewise, Sohn andYoohave used code and changemet-
rics (age, churn, complexity, . . . ) as features in learning to rank approach, establishing the
technique is more effective on Defects4J [21].

(d)Test-suite reduction and diagnosability. Since the number of tests has an effect on the
run-time of the spectrum based fault localisation, one of the improvements has been to
reduce the test-suite size without sacrificing the fault localisation accuracy. Yu et al. per-
formed the first of these investigations [105]. They found that the statement based reduc-
tion affected the fault localisation accuracy negatively, while the vector based reduction
had negligible effects. Perez et al. propose a new metric, named DDU, with a goal to
increase diagnosability of a test-suite in order to increase the effectiveness of spectrum
based fault localisation [107]. In its preliminary evaluation, the optimisation of test-suites
with DDU result in 34% gain in accuracy.

(e) Automatic Fault Repair is a recent research area aiming to automatically repair soft-
ware faults [108]. Many of these techniques rely on fault localisation, in general, and
spectrum based fault localisation, in particular, to identify the lines of code containing
the fault and then applying a series of patches and running the test suite in the hope
of obtaining a series of passing tests [109]. Initially these patches were generated in a
brute-force manner, but recent approaches prune the amount of generated patches [110].
Our research complements this approach: rather than pruning the patch space our work
suggests that pruning the search space focussing on faults exposed by unit tests may be a
viable strategy. Note however thatMartinez et al. demonstrated the critical role of the test
suite, pointing out that many patches pass the test suite (thus result in a green verdict),
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yet may still be incorrect [111].

Given that unit tests and component tests represent different strategies to pin-
point the location of a fault, one would expect that the research on fault locali-
sation and fault repair also makes this distinction. However, even for the most
recently proposed spectrum based fault localisation ([20, 21, 31, 98]) and fault
repair techniques ([110, 111]) it is currently unknown how they deal with the
more difficult faults exposed by component tests.

Defects4J extensions. The main conclusion of our work is that researchers should dis-
tinguish between easy and difficult to locate faults when evaluating automatic fault local-
isation as well as fault repair techniques. To that extent, we extended Defects4J—the de
facto standard dataset for this line of work with an extra qualitative property: an assess-
ment of the type of test exposing the defect. Pertinent to mention here is also the recent
work by Sobreira et al. which provides fine-grained details of the patches, especially the
qualitative properties [112]. The availability of such fine-grained details about bug fixes
within datasets opens opportunities to gain deeper and more actionable results.

5.7 CONCLUSION

In this chapter, we refined theDefects4Jdataset distinguishing between unit tests and
component tests. We established that the search space to locate the defect is rather small
for defects exposed by unit tests (tests call fewer methods) thus represents the easy case,
while the search space is significantly larger for defects exposed by component tests (tests
call a lot of methods) thus represents the challenging case. Based on this distinction, we
evaluated sixteen spectrum based fault localisation heuristics to see how they cope with
defects exposed by unit tests or component tests. Not surprisingly, spectrum based fault
localisation performs rather well for defects exposed by unit tests (acc@1 between 48%
and 62%), however the performance decreases for defects exposed by component tests
(acc@1 between 11% and 19%).

We have shown that the performance of spectrum based fault localisation heuristics
depends a lot on the presence of faults exposed by unit tests or component tests in the
dataset. This has an important consequence for future research in fault localisation. The
evaluationswith datasets containing lots of defects exposed byunit tests produce a biased
view on the actionability of spectrum based fault localisation: they are very effective for
easy to localise faults, but there the tool support hardly matters. Yet, for the harder to
localise faults, the performance of spectrum based fault localisation still leaves a lot of
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room for improvement. The good news is that themore recent approaches perform better
on these more challenging cases, so there are viable avenues for future work.

Moreover, our work also has some implication with respect to automatic fault repair.
It suggests that pruning the search space focussing on defects exposed by unit tests is
a viable strategy. With this strategy, the fully automated fault repair techniques should
focus on the low-hanging fruit and automatically repair the easy defects, this way freeing
up resources and permitting humans to focus on the more difficult ones.
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Chapter 6
Conclusions

Spectrum based fault localisation aids developers in locating the fault, once the tests de-
tect the presence of those faults in the system. Since they only require the faulty program
and the set of test cases that expose the fault, they are considered as lightweight. Spec-
trum based fault localisation techniques do not reason about the fault, rather pinpoint
the fault by means of statistical analysis of the coverage information. While this simple
process ideally suits to locate the faults when the tests fail, this is not always effective:
many times the exact location of the faults is missed.

In this thesis, we attempted to increase the effectiveness of spectrum based fault local-
isation by exploring the use of closed itemset mining and sequence mining. By leveraging
extra coverage information coupled with closed itemset mining and sequence mining, and
analysing the patterns in the traces significantly improved the effectiveness of spectrum
based fault localisation.

Additionally, we assessed the effectiveness of spectrum based fault localisation from
a new perspective. We demonstrated that spectrum based fault localisation techniques
were more effective on the faults exposed by unit tests, where the search space to locate
the fault is sparse. Contrarily, the faults exposed by component tests represented the
challenging cases for spectrum based fault localisation techniques manifested by their
decreased effectiveness in pinpointing those faults. There the search space was compar-
atively vast, which implies that the techniques should be improved further to filter out
the benign elements.

6.1 SUMMARY OF CONTRIBUTIONS

The main contributions of this thesis can be summarised as follows.
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We proposed the use of closed itemset mining in spectrum based fault localisation. To
that end, we first replicated a previous study, which used the sequence of method calls
by sliding a window over the trace to locate the faulty classes [22]. We computed the
sequence of method calls via closed itemset mining [23] and observed that closed itemset
mining did boost the fault localisation effectiveness.

Next, we took the use of closed itemsetmining from course-grained granularity classes to
fine-grained granularitymethods, to locate the faulty methods. Thus, wemodified the hit-
spectrum with the patterns of method calls via closed itemset mining. We demonstrated
that the use of closed itemset mining increased the effectiveness of spectrum based fault
localisation and remained more stable.

We also explored what is the effect of sequence mining, by replacing the closed itemset
miningwith sequencemining and observed that sequencemining also increased the effective-
ness of spectrumbased fault localisation. However, sequencemining became too expensive
in terms of running time for large projects. Moreover, we analysed the performance of 47
fault locators and indicated the best performing ones on the Defects4J dataset.

Finally, we separated the faults in Defects4J into two categories; faults exposed by
unit tests and faults exposed by component tests. We showed that, for the faults exposed
by unit tests, the search space to locate the fault is smaller. Whereas, the search space
was larger for faults exposed by component tests. We demonstrated that, spectrum based
fault localisation techniques performed far better on faults exposed by unit tests than to
faults exposed by component tests, which confirmed that the faults exposed by unit tests
are comparatively easier to locate. On the other hand, the performance of spectrumbased
fault localisation techniques decreasedwhen facedwith the faults exposed by component
tests, which confirmed that these are challenging cases and suggests that future fault
localisation techniques should optimise for these difficult-to-locate faults.

6.2 SUMMARY OF RESEARCH QUESTIONS

This section briefly summarises the research questions explored in this thesis along
with highlights of main findings.

RQ. Do the patterns of method calls extracted via closed itemset mining help boost
the fault localisation accuracy in locating the faulty classes? In Chapter 2, we
mainly explored this research question. We created a new fault localisation tech-
nique (SPEQTRA) to locate the faulty classes and replicated a previous study (AM-
PLE). We found that SPEQTRA performed significantly better than AMPLE owing
to the use of itemset mining algorithm.

RQ3.1 Which ranking results in the lowestwasted effort: raw spectrum analysis or pat-
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terned spectrum analysis? In Chapter 3, we modified the basic hit-spectrum (raw
spectrum analysis) by incorporating the patterns of method calls obtained via item-
set mining (patterned spectrum analysis) and compared the two experimentally. We
found that for 68% cases, the patterned spectrum analysis ranked the faulty method
higher than its counterpart raw spectrum analysis, implying a reduced wasted effort.

RQ3.2 How often do raw spectrum analysis and patterned spectrum analysis rankings
result in a wasted effort ≤ 10? In Chapter 3, next in the comparison, we evaluated
which of the two variants ranked the faultymethodwithin a reasonable range of top
locations (10). We found that patterned spectrum analysis ranked the faulty method
in the top 10 for 62% of the cases against 48% for raw spectrum analysis.

RQ3.3 Howdoes the number of triggeredmethods affect thewasted effort of raw spec-
trum analysis and patterned spectrum analysis? Finally in Chapter 3 we analysed
the trend, the number of methods triggered and the position of faulty method in
the ranked list, to measure the effect of the size of the ranked list over the rank of
faultymethods. We found that patterned spectrum analysiswasmore stablewhile for
raw spectrum analysis the faulty methods ranked lower (implying increased wasted
effort) as the size of the ranked list increased.

RQ4.1 What is the baseline performance of raw spectrum analysis? In Chapter 4, we
used 47 known fault locators for raw spectrum analysis to establish a baseline. We
found that raw spectrum analysis placed the faulty method at top of the ranked list
(acc@1) for 18% of the cases with the mean wasted effort 96.73.

RQ4.2 Howmuch can sequenced spectrum analysis improve upon raw spectrum anal-
ysis? In Chapter 4, we modified the hit-spectrum via sequence mining algorithm
where the patterns of method calls are both order-preserving and allow repetitive
method calls, thus resulting into sequenced spectrum analysis. We found that com-
pared to raw spectrum analysis, sequenced spectrum analysis gains 12% improvement
for ranking the faulty method at top of the ranked list (acc@1) and reduces the av-
erage wasted effort from 96.73 to 25.88.

RQ4.3 Are there project specific differences between the rankings? In Chapter 4, we
also compared the performance of the two variants on per project basis. We found
that sequenced spectrum analysis performs better than raw spectrum analysis for four
out of five projects. For the fifth project the results are practically indistinguishable.

RQ4.4 Is sequenced spectrum analysis efficient compared to raw spectrum analysis?
Finally in Chapter 4 we gauged the timings to produce the ranked lists. We found
that compared to raw spectrum analysis, sequenced spectrum analysis with an addi-
tional time overhead became very expensive for large project.
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RQ5.1 Is the search space for component tests significantly larger than the one for
unit tests? In Chapter 5, we added another perspective for assessment of spectrum
based fault localisation, component test failures as challenging and unit test failures
as easy cases for fault localisation. We confirmed this by establishing that the size
of the search space to locate the fault is significantly larger for component tests than
for unit tests.

RQ5.2 What is the best performing spectrum based fault localisation technique for
the different projects? In Chapter 5, we constructed a suite of spectrum based fault
localisation techniques to evaluate them for easy and challenging cases. We cate-
gorised the techniques into two families, Extended represented by patterned spec-
trum analysis and Basic represented by raw spectrum analysis. Here we established
a baseline performance of the techniques on whole dataset irrespective of the dis-
tinction between easy and challenging cases. We also found that the performance
of Extended spectrum analysis is better than those from Basic spectrum analysis
significantly with small effect sizes.

RQ5.3 How well do spectrum based fault localisation techniques perform when the
faults are exposed by unit tests? In Chapter 5, we confirmed that both families of
spectrum based fault localisation perform far better for faults exposed by unit tests,
thus such faults represent the easy cases.

RQ5.4 How well do spectrum based fault localisation techniques perform when the
faults are exposed by component tests? Next, in Chapter 5, we confirmed that the
performance of spectrum based fault localisation decreased a lot for faults exposed
by component tests, thus such faults are indeed the difficult cases.

RQ5.5 How long does it take to produce the ranked lists? Finally, in Chapter 5, we
also gauged the time taken by both families to output the ranked lists. We con-
cluded that the time differences are negligible for smaller test suites, however, the
Extended spectrum analysis comparatively takesmore time than Basic for large tests
and projects.

6.3 OUTLOOK

In the last decades, fault localisation has regained the attention of researchers: many
new improved techniques have been proposed, user studies conducted showing their
positive assistance in the debugging, etc. Yet, such techniques are still notwidely adopted;
the prevalent debugging method in developers is still the use of print statements [113].
One possible reason to account for why such automated fault localisation are seldom

108



used in practice can be that the prevalent evaluation strategy is quantitative in nature.
The basis of the metrics used in such evaluations boils down to the number of faults
in a dataset successfully treated by the techniques. Thus, the inherent premise of such
evaluation strategy implies that there exists one-size-fits-all fault localisation technique,
which we have empirically learned is not true.

Therefore, the fault localisation community should also focus in future fault locali-
sation research to annotate the faults, such as we have annotated the faults as easy- or
difficult-to-locate in Chapter 5. Similarly, the recent detailed fine-grained analysis of the
patches of Defects4J by Sobreira et al. provides the opportunity to evaluate the fault
localisation techniques to gain deeper and more actionable understanding of the tech-
niques [112]. This should lead us to be able to link the effectiveness of the fault localisa-
tion with the properties of the tests, the coverage information, etc. so that we can choose
a particular fault localisation technique for a certain scenario. This would not only aid
practitioners in the debugging sessions, but also the fault repair researchers to improve
the repair techniques, since automated fault repair depends on fault localisation.

Moreover, considering the study of Beller et al. [113], it appears that we are far from
transferring automated fault localisation to industry. Thus, to learn the difficulties and
the requirements of developers regarding fault localisation, we need more user studies—
which up until now are very scarce. Therefore, the community should also consider
user studies especially with the aim to learn how to transfer fault localisation research
to industry.

109



110



Appendices





Appendix A
Defects4J Refinements

Here, first we elaborate the algorithm explained in Section 5.3.1 to classify the faults in
Defects4J into either exposed by unit tests or component tests. Then, we illustrate the pro-
cess with two representative examples; one example for each.

A.1 ALGORITHM TO CATEGORISE THE FAULTS

The algorithm explained in Section 5.3.1 is formally stated in Algorithm 1. In the
input, T is the set of failing test cases for the faulty version of the project Vfault. For each
failing test case t in the set T (Line 1 in Algorithm 1), the algorithm runs the test case t on
the faulty version of the project Vfault to collect the classes C called during the execution
of the test case (Line 3 in Algorithm 1). Along with the called class, the algorithm also
collects the corresponding executed methods of the class.

Next, the algorithm iterates over the set of called classes C and determines the class
under test ct, which is the class with highest similarity score with the test case t (Lines
4–9 in Algorithm 1). Then, the class under test ct, its super class, and Utility and Mock
classes are removed from C (Lines 10–13 in Algorithm 1). Last, the test case t is classified
as component test if C is not empty (Lines 14–15 in Algorithm 1), otherwise its marked
as unit test (Lines 16–17 in Algorithm 1).

Finally, the algorithm categorises the faulty version of the project Vfault as related to
Component tests if any of the failing test case t in T is classified as Component test (Lines
18–21 in Algorithm 1), otherwise categorises it as related to Unit tests (Lines 22–23 in
Algorithm 1).

To determine the class under test ct, the similarity score between the called class c and
test case t is calculated in the procedure SimilarityScore(c, t). The score is determined by
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Algorithm 1: Categorise Fault
Input: Vfault, T
Output: category

1 begin
2 for t ∈ T do
3 C ←− Coverage(t, Vfault)
4 ct ←− C[0]
5 ct.score←− 0
6 for c ∈ C do
7 c.score←− SimilarityScore(c, t)
8 if c.score > ct.score then
9 ct ←− c

10 C.remove(ct)
11 for c ∈ C do
12 if c.IsSuper(ct or c.IsUtil() or c.IsMock()) then
13 C.remove(c)

14 if |C| > 0 then
15 t.type←− Component test
16 else
17 t.type←− Unit test

18 for t ∈ T do
19 if t.type = Component test then
20 category←− Component tests
21 return category

22 category←− Unit tests
23 return category

Procedure SimilarityScore(c, t)
Input: c, t
Output: score

1 PackageScore←− NameSimilarity(c.PackageName, t.PackageName)
2 ClassNameScore←− NameSimilarity(c.Name, t.ClassName)
3 MethodNameScore←− 0
4 for m ∈ c.Methods do
5 TmpMethodNameScore←− NameSimilarity(m.Name, t)
6 if MethodNameScore ≤ TmpMethodNameScore then
7 MethodNameScore←− TmpMethodNameScore

8 score←− Sum(PackageNameScore, ClassNameScore, MethodNameScore)
9 return score
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A.2. ILLUSTRATIVE EXAMPLES

Table A.1: Called classes during the execution of failing test case in project Lang (Bug ID
6b)

Class Name P C M Sum

org.apache.commons.lang3.StringUtils 1.00 1.00 0.00 2.00
org.apache.commons.lang3.text.translate.UnicodeUnescaper 0.71 0.00 0.00 0.71
org.apache.commons.lang3.CsvEscaper 1.00 0.00 0.00 1.00
org.apache.commons.lang3.text.translate.OctalUnescaper 0.71 0.00 0.00 0.71
org.apache.commons.lang3.text.translate.EntityArrays 0.71 0.00 0.20 0.91
org.apache.commons.lang3.CsvUnescaper 1.00 0.00 0.00 1.00
org.apache.commons.lang3.text.translate.LookupTranslator 0.71 0.00 0.00 0.71
org.apache.commons.lang3.text.translate.UnicodeEscaper 0.71 0.00 0.00 0.71
org.apache.commons.lang3.text.translate.CodePointTranslator 0.71 0.00 0.00 0.71
org.apache.commons.lang3.text.translate.NumericEntityUnescaper 0.71 0.00 0.00 0.71
org.apache.commons.lang3.text.translate.CharSequenceTranslator 0.71 0.00 0.00 0.71
org.apache.commons.lang3.text.translate.AggregateTranslator 0.71 0.00 0.00 0.71
org.apache.commons.lang3.StringEscapeUtils 1.00 0.67 0.25 1.92
org.apache.commons.lang3.ArrayUtils 1.00 0.33 0.00 1.33

the textual similarly between the package names, class names, and the test case name
with method names of the class. The textual similarity is calculated with the metric name
similarity [101]. The textual similarity between the package and class names of c and t
is calculated in Lines 1 and 2 respectively. While the textual similarity between t and
the highest matching method in c is calculated in Lines 4–7. The final similarity score
between the called class c and test case t is the sum of matching scores of package name,
class name, and method name (Line 8).

A.2 ILLUSTRATIVE EXAMPLES

Now,we can explain the processwith a running examplewith the help ofAlgorithm 1.
Consider the faulty version 6b of project Lang in Defects4J with one failing test case
org.apache.commons.lang3.StringUtilsTest.testEscapeSurrogatePairs that exposes the fault.
When running the test case, the collected called classes C are listed in Table A.1. The
class org.apache.commons.lang3.StringUtils is determined as class under test, since it has
highest matching score. Next, the algorithm removes the Utility classes (last two rows in
Table A.1). Since there are still called classes remaining in the set C once the class under
test and Utility classes are removed, the algorithm classifies the test case as component
test. Finally, the algorithm categorises the fault 6b as exposed by component tests as there
is only one failing test case, which is categorised as component test.

Similarly, consider the faulty version 7b of project Lang in Defects4J with one failing
test case org.apache.commons.lang3.math.NumberUtilsTest.testCreateNumber that exposes
the fault. The called classes C, collected during the execution of the test case, are listed
in Table A.2. The class org.apache.commons.lang3.math.NumberUtils is determined as the
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Table A.2: Called classes during the execution of failing test case in project Lang (Bug ID
7b)

Class Name P C M Sum

org.apache.commons.lang3.math.NumberUtils 1.00 1.00 1.00 3.00
org.apache.commons.lang3.SystemUtils 0.83 0.33 0.00 1.17
org.apache.commons.lang3.StringUtils 0.83 0.33 0.00 1.17

class under test , since it has the highest matching score. Next, the algorithm removes the
remaining twoUtility classes (last two rows in Table A.2). Since the set of called classesC
is empty after the class under test andUtility classes are removed, the algorithm classifies
the test case as a unit test Finally, the algorithm categorises the fault 7b as exposed by unit
tests since there is only one failing test case, which is categorised as unit test.
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